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PROFESSIONAL BACKGROUND

INTERNET CORPORATION FOR ASSIGNED NAMES AND NUMBERS (ICANN) (2005-2018)

Chair, Nominating Committee (2005-2008). Chaired nominating committee from 2005-2007,
and advised the new Chair in 2008. The Nominating Committee is independent of ICANN and
has responsibility for the entire cycle of candidate recruitment, evaluation, and selection for
positions on the ICANN Board as well as within its supporting organizations.

Member, Board of Directors (2009-2018). Chaired Board CEO Search Committee in 2011-12
and in 2015-16, leading to selections of Fadi Chehadé and Géran Marby as ICANN CEOs. Chaired
Board Working Group on Nominating Committee Reform, and the Compensation Committee.
Member of the Finance Committee, Structural Improvement Committee, Organizational
Effectiveness Committee, and Risk Committee. Worked to establish Board Working Group on
Trust and became its first Chair. Took strong interest in state of readiness for launch of new
gTLD program and voted against it as premature. Contributed strongly toward issues regarding
domain name industry economics, including registrar-registry overlapping ownership, economic
effects of introduction of new gTLDs, and availability of data for future industry analysis.

WORLD WIDE WEB FOUNDATION (2009-2012)

Consultant to startup foundation conceived by Tim Berners-Lee, the co-inventor of the World
Wide Web. Contributed to exploration of technical developments for exploiting the shift to
mobile networking. Participated in missions to Ghana to explore education initiatives and to
Burkina Faso for study of the potential use of mobile networking for anti-desertification
activities. Contributed to the development of the initial Web Index. With UNDP and Rockefeller
Foundation support, was the lead author and editor of Accelerating Development Using the
Web: Empowering Poor and Marginalized Populations.

INTERNEWS NETWORK (2001-2007)

Executive Director, GIPl. The Global Internet Policy Initiative (GIPI) was a joint initiative of
the Center for Democracy and Technology and Internews Network to assist countries in
redefining and evolving their policy environment so that the benefits of the Internet, as well
those deriving from related ICTs (Information and Communication Technologies), can be more
rapidly and more fully realized by all sectors of the society. At its height, GIPI projects were
operating with full time local coordinators in, Armenia, Azerbaijan, Belarus, Bulgaria, Georgia,
India, Indonesia, Kazakhstan, Kyrgyzstan, Nigeria, Russia, Serbia, Tajikistan, Vietnam, Ukraine,
and Uzbekistan. Worked with a policy expert and field manager to direct the activities of these
projects, including field visits, discussions with government officials, and talks in various venues.
Had administrative, budgetary, and fund raising responsibility for the initiative.

Senior Technical Adviser, dot-GOV program, managed by Internews on behalf of USAID. dot-
GOV is a government-to-government program for helping developing countries in the area of
telecommunications policy, and is part of a larger initiative called dot-COM, reflecting USAID's



move to centralize its assistance programs in the area of ICTs (Information and Communication
Technologies).  Participated in project formulation; backstopping; and management of
conferences, workshops, and presentations to funders and review bodies as well as technical
supervision of experts in the field in multiple countries.

Principal Investigator, National Science Foundation Grant SCI-0451384. Worked on the
grant planning the extension of high speed networking to higher education institutions in Africa.

Consultant to New York University, USAID, the World Bank infoDev Program, Russell Sage
Foundation, Spencer Foundation, Waitt Family Foundation, Markle Foundation, United Nations
Development Programme, UN ICT Task Force, PriceWaterhouseCoopers, and the Government
of Switzerland.

NEW YORK UNIVERSITY (1990-2000)

Academic Computing Facility (1990-1999). Developed the Academic Computing Facility from a
relatively narrow, technical, systems-driven support organization into one with effective
distributed managerial leadership and strong customer orientation serving the majority of the
university community. Specific initiatives accomplished included establishing an arts technology
studio and technical support group, support for humanities computing, expanding distributed
support services, networking student residence halls, establishing an Information Services group
for managing and evolving the campus electronic information space, establishing a Center for
Applied Parallel Computing, establishing a multi-access Help Center, and establishing an
Innovation Center for faculty exploration and development. Reorganized staff structure and
physical plant, and an active program of courses, workshops, seminars, and colloquia was
initiated.  Actively involved in a faculty process of planning for academic computing,
contributing ultimately to the restructuring of information technology as a whole at NYU,
resulting in the creation of the Information Technology Services Division at NYU.

Network Services (1999-2000). Managed the expansion of the campus network including the
collection of servers providing basic network services such as e-mail, Web services, FTP, and
related services; the NYU-NET backbone and linkages to Internet providers; and additions and
changes to the network infrastructure through the specification and installation of vertical and
horizontal transmission media in university buildings and all residence halls. Proposed and
enforced security policy and management of security events.

NORTHWESTERN UNIVERSITY (1986-1990)

Director of Academic Computing and Network Services. Responsible for management and
technical leadership of centrally funded University computing and network facilities for
instruction and research, with S8 million budget. Directed Vogelback Computing Center,
microcomputing activities and laboratories, and the Chicago Computing Service. Responsible
for Microcomputer Product Center, including retail computer sales operation and computer
repair service grossing $6 million. Responsible for relationships with customers, suppliers,
departments, and professional and undergraduate schools. Reorganized separate computing
support groups into unified academic computing organization, reducing overall staff and budget
by 15-20% while redirecting resources and focus toward workstation computing and creating
groups for networking and advanced technology. Directed networking group in establishing
fiber-based initial campus backbone and Internet and other external links, as well as installation
and support of multiple local area networks. Directed study leading to internal and external
program review and long term planning for exploitation of information technology within the
University.



Consultant to the National Academy of Sciences, the United Nations and other organizations
involving international consulting missions, authorship of official publications, computer-related
strategic planning, and economic modeling and simulation.

UNITED NATIONS (1973-1986)

Technical Advisor in Computer Methods. Coordinated an international team of computer
specialists responsible for technical implementation and support of computer based projects in
75 countries. Responsible for project formulation, selection and direction of field experts,
preparation of system specifications and requests for proposals, evaluation of vendor proposals,
on-going vendor relations, and local and foreign training of national candidates. Field missions
to and work in more than 35 countries included project formulation, training, computer
installation, hardware, software, and environmental trouble shooting, preparation of technical
reports, and negotiations with client governments and equipment suppliers. Responsible for
post-enumeration technical support of 1982 Chinese Population Census. Initiated use of
microcomputer systems in developing countries in 1979, with multi-level support strategy.

Adviser to Director of Statistical Office. Initiated design of an on-line information system for
international statistics, introduced text editing and photocomposition methods, and
collaborated in the establishment of a bibliographic information system.

Consultant for government, research, and social service agencies. Evaluated requirements for
computer installation and use for research and administrative applications. Selected and
installed microcomputer systems and software. Trained staff members in procedures and
operations.

THE URBAN INSTITUTE (1970-1973)

Senior Research Staff Member. Participated in the design and construction of a DECsystem-
10 based interactive system for the implementation and simulation of socioeconomic
microanalytic models of the U. S. household sector, with economist Guy Orcutt and others.
Responsible for analysis, design, and programming of the simulation system and for substantive
research in formulating model processes and policy experiments. Work resulted in book and
Ph.D. dissertation, “MASH: A Computer System for Microanalytic Simulation for Policy
Exploration.”

Consultant to Statistics Canada on production and dissemination of 1971 Population and
Housing Census data and for design of an interactive economic information system, to the Inter-
American Development Bank for an evaluation of proposed expansion of computer facilities and
applications, and to the Institute for Social Research, University of Michigan for computer
department reorganization.



THE BROOKINGS INSTITUTION (1966-1970)

Director, Computer Center, and Senior Fellow. Created computer center. Designed physical
facilities and installed IBM 7040 computer system. Recruited and trained programming and
operating staffs. Participated in Brookings research involving quantitative and computational
methods. Developed data documentation and retrieval system for survey data files. Directed
research on high level language structures for social science computing. Directed the creation
of the 1966 and 1967 Survey of Economic Opportunity Research Files for the Office of Economic
Opportunity. Planned and participated in training programs and seminars for technical and
research staff. Directed selection of, conversion to, and installation of a Digital Equipment PDP-
10 computer system, and established a social science research computing consortium.

PRIVATE CONSULTING (1962-1965)

While in graduate school at Yale, was a consultant to government agencies and research
projects. Introduced the use of computers for revenue estimation in the Office of Tax Analysis
of the U. S. Treasury Departmentand developed a large computer-based microanalytic
simulation model to analyze the revenue and distributional effects of preliminary versions of
the Revenue Act of 1964. System was used by Treasury and Congressional committees to help
design provisions in final bill. Performed programming for the Brookings Institution for studying
the structure of the Federal Individual Income Tax and the effects of the Revenue Act of 1964.
Conducted tax analysis and revenue estimation seminar for state tax officials for U. S. Treasury
and consulted for taxation agencies in Maryland, Indiana, and Georgia. Participated in
computer based legislative redistricting study for Federal Court in Connecticut. Collaborated
with Yale faculty members in psychology, physics, economics, and psychiatry, applying
statistical and computational methods to empirical data.

YALE UNIVERSITY (1962-1963)

Manager of Operations of Yale Computer Center and Research Assistant in Economics.
Administered operations and activities of Center containing IBM 709, 1401, 1620 and 610
computers.  Supervised operations and applications programming staff, participated in
operating system development, consulted with faculty and student users, taught courses in
programming.

Faculty member, Economics Department and Cowles Foundation. Performed research on and
programming of voluntary prepaid medical care plan, linear programming models of economic
growth, and other projects. Advised faculty and students on statistical and computational
methods applied to economic research.

COMBUSTION ENGINEERING, INC., APPLIED MATHEMATICIAN AND PROGRAMMER (1958-1962)

Applied mathematician and programmer for Nuclear Division. Supervised computing group,
responsible for use of IBM 704, 7070 and 1401 computers by physicists and engineers.
Developed an automatic operating system for the IBM 704, did systems programming, wrote
assembly and utility programs. Developed reactor physics, engineering, and statistical
programs. Conducted in-company training programs in computer programming and numerical
methods.

Concurrently lecturer in the Department of Statistics, University of Hartford.



EDUCATION

M.A. AND PH.D. IN ECONOMICS, YALE UNIVERSITY (1963-1966)
Studies included economic theory, industrial organization, statistics, econometrics,
mathematical economics, and gaming and simulation.

GRADUATE STUDY IN MATHEMATICS, HARVARD UNIVERSITY (1957-1958)

Graduate student in mathematics, teaching fellow, and freshman adviser at Harvard College.
Courses concentrated on classical analysis, numerical analysis, probability, and statistics.

A.B. MATHEMATICS, CUM LAUDE, HARVARD COLLEGE (1953-1957)
Honors thesis studied analytic solutions of the heat equation in an infinite medium.

OTHER PROFESSIONAL ACTIVITIES

Advisor to Chair of the Nominating Committee, Internet Corporation for Assigned Names and
Numbers (ICANN) (2008).

Chair of the Nominating Committee, Internet Corporation for Assigned Names and Numbers
(ICANN) (2005, 2006 and 2007); the Elections Committee of the Internet Society (2004-2005);
the Nominations Committee of the Internet Society (1997-1998 and 2003-2004); and organizer
of a session at the annual conference of the Association for Computing Machinery 1972 session
(1972).

Co-Chair of INET'98: The Global Summit, Geneva, Switzerland (21-24 July 1998); NYSERNet '92:
Network Access for All: Learn, Teach, Collaborate (1992).

Co-Director of "Extending the Tajik NREN (National Research and Education Network) into the
Regions" (2010-2017).

Consultant to the Canadian Government; Cornell-National Institute of Dental Health microanalytic
simulation project; Inter-American Development Bank on statistical data collection and
dissemination on the Internet; Government of the Bahamas, to United Nations for projects in
Cambodia and Myanmar, and to United Nations, UNICEF, and UNDP on attachment to and use
of the Internet; the Swiss Government; the Telecommunications Program, International Science
Foundation; The United Nations Development Program; The United States Congressional Budget
Office; the United States Department of Treasury; the World Wide Web Foundation program on
use of the mobile web for society.

Director of the NATO Project, Real-Time Videoconferencing for International Cooperation of EAPC
Countries with the National Academy of Sciences of Belarus and Regional Offices, with the
National Academy of Sciences in Minsk.

Member of the Internet Hall of Fame (since 2013); the Governing Board and Executive Committee,
ECFiber (East Central Vermont Fiber Initiative (2013-2018); the Board of Directors, Internet
Corporation for Assigned Names and Numbers (2009-2018); the Public Interest Registry Advisory
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Council (2008-2009); the Panel of Advisers, U.N. Global Alliance for ICT and Development
(G@ID) (2006-2009); Internet Governance Forum Advisory Committee (2006-2009); the
President's Council for Information Technologies, Office of the President, Sofia, Bulgaria (2004-
2011); the Board of Directors, PEOPLink (2003-2008); the Audit Committee of the Internet
Society (2002-2003); the Board of Directors, and Secretary, Digital Policy Institute (2002-2005);
the Conference Committee, Session Chair, Stories from Developing Countries, and co-organizer,
Advanced Technology Workshop, INET 2001, Stockholm, Sweden; the Elections Committee of
the Internet Society (2001-2003 and 2005-2006); the Advisory Committee to the Markle
Foundation on its representation of the U.S. not-for-profit sector to the G-8 and the Dot Force
(2000-2002); the Conference Committee and Program Committee, INET 2000, Yokohama, Japan;
& Coordinator to the Technical Advisory Panel, infoDev Program, The World Bank (1999-2002);
the Conference Committee, INET'99, San Jose, California (1999); the Program Committee, 1997
Telecomm Asia, International Telecommunications Union; the University Executive Forum
(formerly Apple University Consortium), representing New York University (1997-2000); the
Board of Directors, AppliedTheory Corporation, Inc. (1996-2002); the Board of Trustees of
the Internet Society (1996-2004); the Technical Advisory Panel, infoDevProgram, The World
Bank (1996-2002); the Conference Committee & Organizer, Internet Society Network Training
Workshop, INET '95, Honolulu (1995); the Conference Committee & Organizer, Internet Society
Network Training Workshop, INET '94, Prague (1994); the Program Committee & Organizer,
Internet Society Developing Countries Workshop, INET '93, Stanford University (1993); the
Board of Trustees, CREN (Corporation for Research and Educational Networking -- formerly
Bitnet, Inc.) (1992-1995); the Statistics of Income Consultants Panel, Internal Revenue Service
(1992-1995); the Board of Directors, New York State Education and Research Network, Inc.
(1990-2000); the Advisory Board, European Quantum Internet Alliance, Technical University of
Delft, Netherlands; the Advisory Group, Tsinghua Institute for Internet Governance, Tsinghua
University, Beijing, China; the Association for Computing Machinery; the Board of
Advisers, Bridge to Asia; the NYU Edgar Project Advisory Committee; the Physics Action Council,
Working Group on Data Networking, UNESCO; the Planning Committee, Internet and Jurisdiction
Conferences; the Selection Committee for New Inductees, Internet Hall of Fame; the Steering
Committee, Markle Foundation and UNDP's Global Digital Opportunity Initiative; the Steering
Committee, National Bureau of Economic Research Workshop Series on the Computer and
Applied Econometrics; the Woodstock Internet Caucus.

Moderator of "Legal Aspects of Governance of Critical Internet Resource Functions"; and organizer
of "Evolution of the Root Server System"; "The Big Picture: The Evolving World of
Cybercommerce in Europe and in the United States," International Cyberlaw & Commerce
Conference: Conceptual Issues Across Borders, New York County Lawyers' Association and
Maison Francaise, New York University, New York, N.Y. (23 April 1998).

Participated in Mission for USAID to Madagascar to plan how to connect five major universities to
the Internet (April 2000); for USAID to Bamako, Mali, to plan the campus network and
interconnection to the Internet for the University of Mali (September 1999); for USAID to the
University of Ghana at Legon to assess communications infrastructure and plan for Internet
connectivity for the University (May 1996); to and work in more than 50 developing countries on
behalf of the United Nations, UNDP, UNFPA, USAID, Sida, and other organizations.

Organizer of the "International Perspectives on the State of Internet Governance," State of the Net
Conference (20 January 2016); and Chair of "Issues Regarding the Mobile Internet," Internet
Governance Forum, Sharm el Sheikh, Egypt (December 2009); and Co-Director of NATO
Advanced Networking Workshop, The Impact of ICT on Reduction of Disaster Outcomes in
Central Asia, with TARENA, Dushanbe, Tajikistan (30 April-2 May 2009); the W3C Workshop,
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"Africa Perspective on the Role of Mobile Technologies in Fostering Social and Economic
Development," Maputo, Mozambique, (1-2 April 2009); and Panelist of the Internet Governance
Forum, Athens, Greece (2006); "The Internet and the Public's Health in the Developing World"
with Julia Royall, sponsored by the Harvard University School of Public Health and the
Rockefeller Foundation, Cambridge, Mass. (31 May 2000); the Internet Society Workshop on
Network Technology, INET '96, Montreal (1996); & Initial Chairman of SICSOC (Special Interest
Committee for Social and Behavioral Science Computing) of the Association for Computing
Machinery (now SIGCHI); the Plenary Session, "Promoting Cybersecurity and Trust".

Participant in the United Nations Advisory Group on the Use of the Internet for Terrorism; the
Internet Governance Forum 2008, Hyderabad (2008).

Proposal Reviewer of the National Science Foundation.
Senior Advisor on Global Internet Policy for the Center for Democracy and Technology.
Special Advisor to Nitin Desai, U.N. Seretary-General's Special Adviser for Internet Governance.

Vice-Chair of the Economic Opportunities Commission, World Information Technology Forum
(WITFOR) (2009).

Vice-President for Education, The Internet Society (1998-2001); Conferences, The Internet Society
(1996-1998).

PRESENTATIONS

"The DNS: History and Current Issues." Plenary presentation, UADOM Eastern Europe DNS Forum,
Kiev, Ukraine, 2 December 2016.

"Where have we come from? Where are we going?" Plenary presentation, African Internet Forum
and AFRINIC Meeting, Gaborone, Botswana, 10 June 2016.

Plenary panelist, "Philosophical Thinking on Internet Development: A Dialogue Between Internet
Pioneers," and Speaker, "Cyberspace Governance Forum." World Internet Conference: Wuzhen
Summit. Wuzhen, China, 17-18 December 2015.

"Computer Based Income Tax Analysis and Revenue Estimation: A Historical Perspective," FTA
Revenue Estimation and Tax Research Conference, Federation of Tax Administrators, Tampa,

Florida, 29 September 2015.

Panelist, "2015: A Year of Change for Internet Governance." 2015 Canadian Internet Forum, Ottawa,
Canada, 10 June 2015.

"Internet Governance and a New Social Contract, "New American Foundation, New York, 26 March
2015.

"Creation of the APNIC Cooperation SIG," APRICOT Conference, Fukuoka, Japan, 3 March 2015.



"What's New with the Internet?" Norman Williams Public Library, Woodstock, Vermont,
17 February 2015.

Panel member, "Building Sustainable and Collaborative Internet Governance Ecosystem," World
Internet Conference: Wuzhen Summit, Wuzhen, China, 21 November 2014.

Panelist, "Internet Governance: Challenges, Issues and Roles: A Taxonomy Discussion, WSIS+10 High
Level Event, Geneva, Switzerland, June 2014.

"Internet Governance Issues," Moldova ICT Summit 2014, Chisinau, Moldova, 14 May 2014.

"The Ever Changing World of the Internet: Security in the Digital World," CEENET Workshop, Thilisi,
Georgia, 4 December 2013.

Acceptance speech, Induction into the Internet Hall of Fame, Berlin, Germany, August 2013.
"Russia, ICANN and the New gTLD Program," Moscow, 12 December 2011.

"The I* Organizations and Their Contributions to Development," (organizer, chair, and panelist);
"Enhanced Intra-Stakeholder Diversity and Intra-Stakeholder Balance in Multi-Stakeholder Internet
Governance," (panelist); "Internet Governance for Mobile Internet," (chair), IGF 2011, Nairobi,
Kenya, 27-30 September 2011.

"Thoughts Regarding Multistakeholderism," Meeting of the UN Commission on Science and
Technology for Development, Geneva, 24 May 2011.

"Comments on Social Media," 3rd IJMA-MENA Conference, Damascus, 27 March 2011.
"Public and Private Partnership Prospects," ICT4All Forum: Tunis+5, Tunis, 10 November 2010.

"Internet Governance Viewed Through Different Lenses, With Emphasis on the Lens of Economic
and Social Development," IGF 2010, Vilnius, Lithuania, September 2010.

"Global Trends in New TLDs," 3rd International Conference for ccTLD Administrators and Registrars
of CIS, Central and Eastern Europe, Samara, Russian Federation, 8 September 2010.

"PKI in a Context of Internet Evolution," Arab Forum on e-Transactions, Security and the Public Key
Infrastructure. Tunis, 26 January 2010.

"Preserving an Open Internet in the Face of Terrorism," OSCE National Expert Workshop on
Comprehensive Approach to Cybersecurity Addressing Terrorist Use of the Internet, Cybercrime and
Other Threats." Zagreb, Croatia, 23 November 2009.

Discussant, "Corporate Governance as Internet Governance: A Corporate Law and Operational
Analysis of Key ICANN Functions," "IGF (Internet Governance Forum), Sharm el Sheikh, Egypt,
November 2009.

"Greening the Internet (or rather "Greening ICT)," IGF (Internet Governance Forum), Sharm el
Sheikh, Egypt, November 2009.



"Some Implications of Mobile Access for Development," Digital World Forum, European
Commission, Brussels, 30 September 2009.

"Telecommunications and the Internet: Similarities and Contrasts," RANS (Russian Association of
Network Service Providers) Semi-Annual Conference, Moscow, 2 September 2009.

"Implications of Communication Mobility and the Mobile Web for Development,” WITFOR 2009
Conference, Hanoi, Vietnam, 27 August 2009.

"Preserving an Open Internet in the Face of Terrorism," OSCE National Expert Workshop on
Combating Terrorist Use of the Internet. Belgrade, Serbia, 25 February 2009.

"How to Take Your Internet Further," and "Challenges Facing Internet Operators in Developing
Countries," Internet Governance Forum, Hyderabad, India, November 2008.

Specific ICT Problems for Remote Regions," NATO Advanced Networking Workshop on Difficult
Access Scenarios: Possible Responses. Nakhchivan, Azerbaijan, 19 June 2008.

"Emerging Technologies: Future of the Internet," 3rd Global Knowledge Partnership Conference,
Kuala Lumpur, 13 December 2007.

"ICT and Global Development: History, Economics and Politics," Stevens Institute of Technology,
Hoboken, New Jersey, 19 November 2007.

Workshop chair, "Critical Internet Resources: the Root Server System," and workshop presenter,
"International Cooperation on the Capacity Building of Information Security," 2nd Internet
Governance Forum, Rio de Janeiro, 14 November 2007.

"ICT Security for Development," CEENET Policy Conference, Ohrid, Macedonia, 14 September 2007.

"Changing Internet Policy: Experience from 17+ Countries," RANS Semi-Annual Conference, Moscow,
12 September 2007.

"Thoughts on Internet Governance," RANS Semi-Annual Conference, Moscow, 11 September 2007

"The Role of ICT in the Creation of Wealth in Developing Countries," IFIP WITFOR 2007 Conference,
Addis Ababa, 23 August 2007.

"ICT for Shaping the Future of Education in Africa," IFIP WITFOR 2007 Conference, Addis Ababa, 22
August 2007.

"Information Security in an Academic Environment: Setting the Framework for Discussion," Fourth
CEENet Workshop on Network Policy, Istanbul, Turkey, 28 April 2006.

"Issues in Internet Governance and their Relationship to Economic and Social Development," Evans
School of Public Affairs, University of Washington, 21 October 2005.

"Information Security," Kiev Technical University. Ukraine, 1 June 2005.



"Extending High Bandwidth Internet Connectivity to the African Research and Education
Community," IEEAF-Internet2 Workshop, Arlington, VA, 5 May 2005.

"Reflections on the Internet Governance lIssue,"
Technology, New Delhi, 29 April 2005.

Ministry of Communications and Information

"The Digital Divide and Internet Governance," EliteX 2005 Conference, New Delhi, 27 April 2005

"Digital Convergence and Policy Implications," USAID DOT_COM Technical Advisory Group Seminar,
Washington, October 2004.

"GIPIl and Internet Policy," National Conference on Policy and Internet Development in Vietnam.
Hue, Vietham, 18 December 2004.

Intervenant, "Quelle gouvernance de la société de l'information?" Université d'été de la
Communication, Hourtin, France, 25 August 2004.

"Some Aspects of ICT and Development," Ministry of Communications and Information Technology,
New Delhi, 4 June 2004.

"Technology Convergence and Implications for Development Aid," USAID/ANE ICT Coordinators
Workshop, Athens, 20 May 2004.

Panelist, "How the Internet can Foster Democracy," Opening Plenary Session, INET'04, Barcelona, 10
May 2004.

"Rethinking Internet Governance: Developing Country and Civil Society Participation," INET'04,
Barcelona, 13 May 2004.

"Reflections on Internet Policy with Reference to Vietnam," 3rd Meeting of the GIPI Policy
Coordinating Committee, Hanoi, 6 April 2004.

"The Importance of Policy for ICT in Developing Countries," Workshop on Global ICT Education
Program, Massachusetts Institute of Technology, 30 October 2003.

"Changing Internet Policy: Experience from 17 Countries," South  African Internet
Forum, Pilanesberg, South Africa, 11 April 2003.

"A Perspective on the Digital Divide and the Role of Policy," School of Public Policy, Georgia Institute
of Technology, 18 November 2002.

"Role of the Internet and Broadband in Bridging the Digital Divide," AFCOM 2002: The Eleventh
Annual Africa Telecommunications and Information Technology Conference, Herndon, Virginia, 11

November 2002.

"Communities, Commerce and Content on the Internet," IITC: International Information Technology
Conference 2002 (keynote speech), Colombo, Sri Lanka, 7 October 2002.

"Factors Affecting the Future Evolution of the Internet," IITC: International Information Technology
Conference 2002 (tutorial session), Colombo, Sri Lanka, 6 October 2002.
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"Challenges for Today's Internet," Seize the Internet: CARNET Users' Conference (keynote speech),
Zagreb, Croatia, 25 September 2002.

Panelist and chair, Who Represents the Internet User, (closing plenary session), and session
chair, Stories from Developing Countries, INET 2002, 21 June 2002.

"Ou doit aller I''ISOC," ISOC Francophonie 2002, Montréal, Québec, 14 June 2002.

"Communities, Commerce, and Content on the Internet," M.E.N.A. Regional Telecommunications
Regulatory Workshop, Rabat, Morocco, 11 April 2002.

"Internet Regulatory Issues," M.E.N.A. Regional Telecommunications Regulatory Workshop, Rabat,
Morocco, 11 April 2002.

"A Policy Agenda for Countries in Transition to Bridge the Digital Divide," (keynote
speech), eDevelopment in Southeast Europe: 3rd Regional Information Society Forum, Sofia,
Bulgaria, 27 March 2002.

"Internet of the Future: Policy Implications for Developing Nations," USAID Workshop on Rural
Internet Connectivity, New Delhi, 29 November 2001.

Panelist, "Creating Online Communities of Medical Knowledge and Trust: Tales from Two
Continents," INET 2001, Stockholm, Sweden.

"ICTs (Information and Communication Technologies) and Development: An Overview," (keynote
speech), Regional Meeting of Resident Representatives: Information and Communications
Technologies (ICT) for Development Workshop, Thilisi, Georgia, 22 April 2001.

"The Potential of the Internet for Education," (keynote speech), Bulgarian Internet Fiesta, Sofia,
Bulgaria, 1 March 2001.

"Quelques Aspects sur le Développement de I'Internet," (keynote speech), Conférence Annuelle Sous
le Theme: Internet et Commerce Electronique, Tunisian Internet Week, Tunis, Tunisia, 9 November
2000.

Panel moderator and presenter, "Distance Education: Hope or Hype," World Bank infoDev
Symposium: Information and Communication Technologies for Development and Poverty Reduction,
Cairo, Egypt, 10-11 October 2000.

"Factors Affecting the Future Evolution of the Internet," 6th CEENet Network Training Workshop,
Budapest, Hungary, 20 August 2000.

"The Evolution of NYU-NET in the Context of Regional and National Networking in the U.S.A." NATO
Advanced Networking Workshop: 2nd CEENet Workshop on Network Management, Obhrid,
Macedonia, 17 June 2000.

Panel member, The Internet and the Public's Health: Impact on Individuals, Communities, and the
World, Harvard School of Public Health and Harvard Medical School, Cambridge, Mass., 30-31 May
2000.
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"Civil Society, Local Authorities and Ownership of ICT: Global Diversity and Regional
Integration," Bamako 2000, Bamako, Mali, 22-25 February 2000.

"The Internet: Reflections and Visions," (keynote speech) NATO Advanced Networking Workshop:
Networking Developments in the Caucasus Region. Thilisi, Georgia, 15-19 October 1999.

"Quelques aspects de I'évolution de la régulation technique et politique de I'Internet," Société
Frangaise en Reseau, Les 3éme Rencontres d'ISOC-France, Autrans, 11 January 1999.

"Internet Governance," Africa Internet Group AIG'98, Regional Internet Conference on Internet
Governance, Keynote speech, Cotonou, Benin, 15 December 1998.

"The Internet: Governance and Education." Internet World Venezuela, Keynote address, 12
November 1998.

"Introduction to the Internet: Its History and Future Directions," Internet and Public Health Training
Course, Centre for Health Development, World Health Organization, Kobe, Japan, 31 August 1998.

"Quelques soucis au sujet de l'avenir de I'Internet," Inforoutes et Technologies de
I'Information, Preparatory Meeting for the Francophone Summit, Hanoi, Vietnam, 26 October 1997.

Lecture series on "Emergence, Growth and Impact of Global Networking," International Nathiagali
Summer College on Physics and Contemporary Needs, Islamabad, Pakistan, 4-8 August 1997.

"The Internet: A Global Perspective." United States Information Service, Islamabad, Pakistan, 7
August 1997.

"50 Years of Global Technology," presented to the President of Pakistan and members of the senior
Civil Service, Islamabad, Pakistan, 4 August 1997.

"Internet Trends," COMNET IT: The Commonwealth Network of Information Technology for
Development, Commonwealth Secretariat, Kuala Lumpur, Malaysia, 28 June 1997.

"The Internet: Taking it to the Next Step," 6th AMIC Annual Conference, Skyways, Highways and
Corridors: Asia's Communication Challenges, Kuala Lumpur, Malaysia, 20 June 1997.

"The Internet and Development," Getting Wired for Diplomacy and Development, U.S. State
Department, Washington, D.C., 13 May 1997.

"The Internet Society's Network Training Workshops," Africa Internet Forum Donor's Meeting,
Rabat, Morocco, 16 April 1997.

"The State of the Net," Keynote speech, CAINET '97: The National Networking Conference of
Egypt, Cairo, Egypt, 31 March 1997.

"The Internet: The Outlook for A Global Multimedia Information Environment," Annual REUNA
Conference, Santiago, Chile, 27 September 1996.

"The Internet and the Business Economist," Annual Meeting of the Conference of Business
Economists, New York, N.Y., 17 July 1996.
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"A Model for Training to Support the African Information and Communication
Infrastructure," AFCOM'96: The Global Internet Connectivity for Africa, Herndon, Virginia, 6 June
1996.

"Globalizing Instructional Resources," keynote speech, International Symposium on Information
Technology in Higher Education, Al-Ain, United Arab Emirates, 24 March 1996.

"The Role of the Internet in Development," (keynote speech) APS/UNESCO Network Training
Workshop, Kiev, Ukraine, September 1995.
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Verisign releases statement about
.Web

ANDREW ALLEMANN
_ | UNCATEGORIZED [] 7 COMMENTS

Verisign plans to “quickly grow .web”.
Verisign (NYSE:VRSN) released a statement this morning about .web.

It said what we already know : Verisign backed Nu Dot Co’s bid for .web.
Once Nu Do Co executes the contract, it will seek to transfer the contract to
Verisign through the ICANN process.

I’'m curious how much Nu Dot Co will receive for playing this role. If it had
gone to a private auction, it probably would have banked about $10 million
by splitting proceeds amongst the losers. So you can assume Verisign paid
it millions for the deal.

But there might be more to it. Verisign’s 10-Q stated that it will have to pay
about $130 million for the transfer of contractual rights. Was this merely

“about,” and the number was an estimate because it was a last-minute



insertion in the 10-Q? Or will it pay some sort of royalty or earnout to Nu
Dot Co? We’ll have to wait and see.

As for Verisign’s plans for the domain, it~ stated :

. As the most experienced and reliable registry operator,

Verisign is well-positioned to widely distribute .web. Our
expertise, infrastructure, and partner relationships will
enable us to quickly grow .web and establish it as an
additional option for registrants worldwide in the
growing TLD marketplace. Our track record of over 19
years of uninterrupted availability means that
businesses and individuals using .web as their online
identity can be confident of being reliably found online.
And these users, along with our global distribution
partners, will benefit from the many new domain name
choices that .web will offer.

B D

Learn More...

1. It looks like Verisign bought .Web domain for $135 million
(SEC Filing)
2. Kevin Ham and Mike Mann let these prize-winning domain
names expire
3. “China” is #1 trending word in .Com
1 7 Comments

Tags: .web, nu dot co, nyse:vrsn, VeriSign
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Verisign and Afilias in open war over $135m .web
Kevin Murphy, November 11, 2016, 14:26:18 (UTC), Domain Registries

Two of the industry’s oldest and biggest gTLD registries
escalated their fight over the .web gTLD auction this week,
trading blows in print and in public.

Verisign, accused by Afilias of breaking the rules when it
committed $130 million to secure .web for itself, has now tumed
the tables on its rival.

It accuses Afilias of itself breaking the auction rules and of trying
to emotionally blackmail ICANN into reversing the auction on

spurious political grounds.

The .web auction was won by obscure shell-company applicant
Nu Dot Co with a record-setting $135 million bid back in July.

It quickly emerged, as had been suspected for a few weeks
beforehand, that Verisign was footing the bill for the NDC bid.

The plan is that NDC will transfer its .web ICANN contract to
Verisign after it is awarded, assuming ICANN consents to the
transfer.

Afilias has since revealed that it came second in the auction. It
now wants ICANN to overturn the result of the auction, awarding
.web to Afilias as runner-up instead.

The company argues that NDC broke the new gTLD Applicant
Guidebook rules by refusing to disclose that it had become
controlled by Verisign.

It's now trying to frame the .web debate as ICANN’s “first test of
accountability” under the new, independent, post-IANA transition
regime.

Afilias director Jonathan Robinson posted on CirclelD:

If ICANN permits the auction result to stand, it may not only
invite further flouting of its rules, it will grant the new TLD with
the highest potential to the only entity with a dominant market
position. This would diminish competition and consumer choice
and directly contradict ICANN'’s values and Bylaws.

Given the controversy over ICANN’s independence, all eyes
will be on the ICANN board to see if it is focused on doing the
right thing. It's time for the ICANN board to show resolve and to
demonstrate that it is a strong, independent body acting
according to the letter and spirit of its own AGB and bylaws
and, perhaps most importantly of all, to actively demonstrate its
commitment to act independently and in the global public
interest.

Speaking at the first of ICANN’s two public forum sessions at
ICANN 57 in Hyderabad, India this week, Robinson echoed that
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RECENT COMMENTS

Steward:

Wow Thanks for sharing, there's a small typo toward the
bottom “Bur will ICANN Compliance take action in
response to t... read more

andrew:
A logical choice would be to have Endurance/Logic Boxes
take over the domains... read more

Ben pedri:

Alp names has left the universe domains can not be
renewed and are dropping icann and verisign are doing
nothing to fix ... read more

John:

It's wrong and is an obvious Pandora's box and slippery
slope for worse later. It's bad enough new gTLDs allow
money gr... read more

John:

And though I'm sure it doesn't even need to be added -
yes, that means the rich and famous Overstock company is
NOT enti... read more

John:

Thanks for those links, | will examine them later. The issue
is whether premium renewals are even allowed at all, and...
read more

Greg:

UDRP pertains to use of a domain name, not registration of
a domain name. Not to mention, it's a bit of a Johnny-
come-la... read more

B:

Zak Muscovitch addressed this in the ICA public comment
(see point 4): mm.icann. i

single-ch... read more

John:
So nobody but Snoopy is going to say anything about
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call, telling the ICANN board:

allowing premium renewals for .com?... read more

John:

Australia is a hotbed of corruption and death. This truth
channel is the most hard-hitting best and concisely
powerfu... read more

You are a cred ble, independent-minded, and respected board
who recognized the enhanced scrutiny that goes with the post-
transition environment. Indeed, this may well be the first test of
your resolve in this new environment. You have the opportunity
to deal with the situation by firmly applying your own rules and
your own ICANN bylaw-enshrined core value to introduce and
promote competition in domain names. We strongly urge you to
do so.

Then, after a few months of relative quiet on the subject, Verisign
and NDC this week came out swinging.

First, in a joint blog post, the companies rubbished Afilias’ attempt
to bring the IANA transition into the debate. They wrote:

Afilias does a great disservice to ICANN and the entire Internet
community by attempting to make this issue a referendum on
ICANN by entitling its post “ICANN'’s First Test of
Accountability.” Afilias frames its test for ICANN’s new role as
an “independent manager of the Internet's addressing system,”
by asserting that ICANN can only pass this test if it disqualifies
NDC and bars Verisign from acquiring rights to the .web new
gTLD. In this case, Afilias’ position is based on nothing more
than deflection, smoke and cynical self-interest.

Speaking at the public forum in Hyderabad on Wednesday,
Verisign senior VP Pat Kane said:

This is not a test for the board. This issue is not a test for the
newly empowered community. It is a test of our ability to utilize
the processes and the tools that we’ve developed over the past
20 years for dispute resolution.

Verisign instead claims that Afilias’ real motivation could be to
force .web to a private auction, where it can be assured an eight-

figure payday for losing.

NDC/Verisign won .web at a so-called “last resort” auction,
overseen by ICANN, in which the funds raised go into a pool to be
used for some yet-to-be-determined public benefit cause.

That robbed rival applicants, including Afilias, of the equal share
of the proceeds they would have received had the contention set
been settled via the usual private auction process.

But Verisign/NDC, in their post, claim Afilias wants to force .web
back to private auction.

Afilias’ allegations of Applicant Guidebook violations by NDC
are nothing more than a pretext to conduct a “private” instead
of a “public” auction, or to eliminate a competitor for the .web
new gTLD and capture it for less than the market price.

Verisign says that NDC was under no obligation to notify ICANN
of a change of ownership or control because no change of
ownership or control has occurred.

It says the two companies have an “arms-length contract” which
saw Verisign pay for the auction and NDC commit to ask ICANN



Brexit won't just affect Brits,
.eu registry says

New domain price guessing
game warns against
“asshole domain squatters”

to transfer its .web Registry Agreement to Verisign.

It's not unlike the deal Donuts had with Rightside, covering over a
hundred gTLD applications, Verisign says.

The contract between NDC and Verisign did not assign to
Verisign any rights in NDC'’s application, nor did Verisign take
any ownership or management interest in NDC (let alone
control of it). NDC has always been and always will be the
owner of its application

Not content with defending itself from allegations of wrongdoing,
Verisign/NDC goes on to claim that it is instead Afilias that broke
ICANN rules and therefore should have disqualified from the

auction.

They allege that Afilias offered NDC a guarantee of a cash payout
if it chose to go to private auction instead, and that it attempted to
coerce NDC to go to private auction on July 22, which was during
a “blackout period” during which bidders were forbidden from
discussing bidding strategies.

During the public forum sessions at ICANN 57, ICANN directors
refused to comment on statements from either side of the debate.

That's likely because it's a matter currently before the courts.

Fellow .web loser Donuts has already sued ICANN in California,
claiming the organization failed to adequately investigate rumors
that Verisign had taken over NDC.

Donuts failed to secure a restraining order preventing the .web
auction from happening, but the lawsuit continues. Most recently,
ICANN filed a motion attempting to have the case thrown out.

In my opinion, arguments being spouted by Verisign and Afilias
both stretch credulity.

Afilias has yet to present any smoking gun showing Verisign or
NDC broke the rules. Likewise, Verisign’s claim that Afilias wants
to enrich itself by losing a private auction appear to be
unsupported by any evidence.

Related posts (automatically generated):
Could ICANN reject Verisign's $135m .web bid?
Afilias wins .green auction

Is Verisign .web applicant’s secret sugar daddy?

Tweet

Tagged: .web, afilias, auction, donuts, hyderabad, ICANN, icann 57, ndc, nu dot co, verisign

COMMENTS (10)

Andrew

November 11, 2016 at 3 06 pm

One thing | noticed in Verisign's lastest 10-Q was that the number went up to $133M. |
have to assume NDC has some sort of carry in this deal.

Reply

Adam
November 11, 2016 at 6 11 pm

Actually the post was first on the Afilias blog.
https://afilias.info/blogs/web-icanns-first-test-accountability

Then it was reposted on CirclelD. Why isn’t Afilias also complaining about .BLOG? Oh
right, they have nothing to gain by mentioning that.
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Afilias asks ICANN to investigate winning bid for .web
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Afilias asks ICANN to investigate winning
bid for .web

16-08-2016

Dmitry Strizhakov / Shutterstock.com

Domain name registry Aflias has written a letter to ICANN asking it to investigate Nu Dot Co’s
winning bid for the .web new generic top-level domain (gTLD).

https://www.trademarksandbrandsonline.com/news/afilias asks icann to investigate winning bid for web 4796
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Afilias asks ICANN to investigate winning bid for .web

In July, TBO reported that Nu Dot Co, a subsidiary of US-based Straat Investments, had
successfully acquired the .web gTLD for $135 million.

Nu Dot Co is now able to operate the gTLD after it won the domain at an auction hosted by
Power Auctions, ICANN’s authorised auction service provider, on July 27.

On August 1, domain name and internet security company Verisign announced that it had
“entered into an agreement” with Nu Dot Co in which it provided the funds for buying the .web
gTLD.

Scott Hemphill, vice president and general counsel at Aflias, wrote a letter on August 8 to
Akram Atallah, president of the global domains division at ICANN, asking for the organisation
to re-consider Nu Dot Co’s successful bid.

He asserted that Verisign filed its quarterly report with the US Securities and Exchange
Commission on July 28 in which it said that from June 30 Verisign would pay Nu Dot Co $130
million for the “future assignment” of contractual rights, subject to third-party consent.

Hemphill said that this third-party agreement is against the rules in the ICANN guidebook,
which states that an “applicant may not resell, assign or transfer any of applicant’s rights or
obligations in connection with the application”.

He added: “An option to acquire a string won at auction, together with a promise to fund the
auction, is exactly the type of transfer rights and obligations in connection with an application
that ICANN was attempting to stop.

“The application requirements and associated filing deadlines were clear and strictly enforced
from the beginning.”

Hemphill continued: “To allow third parties to circumvent the entire guidebook process simply
by buying rights in an application once filed renders the entire guidebook and ICANN process
mere folly, and negatively impacts to a material degree the rights and expectations of
applicants that have played by the rules.”

He finished by saying that he “strongly urges” ICANN to stay any further action with Nu Dot Co
until the ICANN ombudsman has investigated the matter.

This was first published on World IP Review.

https://www.trademarksandbrandsonline.com/news/afilias asks icann to investigate winning bid for web 4796 2/2
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Basic Duties of a Director in a California Non-
Public Corporation

A corporation isasmall “republic” with the shareholders (owners) electing the directorswho, in
turn, appoint the officers who run the day to day operations of the company. Absent a contract to
the contrary, the officers serve at the pleasure of the Board of Directors and most Boards are
elected annually by the shareholders.

Therole of the shareholdersis clear: they own the company, enjoy its benefits, and elect the
directors. Therole of the officersis the day to day operations of the company. The directors are
more strategic in nature, supervising generally the operations of the company and the actions of
the officers. This article shall explore further the roles of the directors of a California non public
corporation.

Basic Duties Imposed by Statute on Directors:

While officers run the day to day operations of the corporation, it is the directors who are
concerned with the more strategic operations of the company and who have a direct duty to the
shareholders as to the well being of the corporation. They supervise the activities of the officers
and report back to the shareholders as reasonably required but no less often than annually. They
have afiduciary duty to the shareholders and the company.

A Cdlifornia non public owned corporate director’ s general duty of careisset forthin
Corporations Code 8309. [1] Corporation Code Section 309 provides as follows:

(a) A director shall perform the duties of a director, including duties as a member of any



committee of the board upon which the director may serve, in good faith, in a manner such
director believesto bein the best interests of the corporation and its shareholders and with such
care, including reasonable inquiry, as an ordinarily prudent personin alike position would use
under similar circumstances.

(b) In performing the duties of adirector, adirector shall be entitled to rely on information,
opinions, reports or statements, including financial statements and other financial data, in each
case prepared or presented by any of the following:

(1) One or more officers or employees of the corporation whom the director believesto be reliable
and competent in the matters presented.

(2) Counsdl, independent accountants or other persons as to matters which the director believesto
be within such person's professional or expert competence.

(3) A committee of the board upon which the director does not serve, asto matters within its
designated authority, which committee the director believes to merit confidence, so long as, in any
such case, the director acts in good faith, after reasonable inquiry when the need therefor is
indicated by the circumstances and without knowledge that would cause such reliance to be
unwarranted.

(c) A person who performs the duties of a director in accordance with subdivisions (a) and (b)
shall have no liability based upon any alleged failure to discharge the person's obligations as a
director. In addition, the liability of adirector for monetary damages may be eliminated or limited
in a corporation's articles to the extent provided in paragraph (10) of subdivision (a) of Section
204.

The“Business Judgment Rule:”

Corporation Code Section 309 is a codification of the common law “business judgment rule”. Will
v. Engebretson (1989) 213 Cal. App. 3d 1033, 1040; Gaillard v. Natomas Co. (1989) 208 Cal.
App. 3d 1250, 1264. The business judgment rule recognizes a long standing policy of judicial
deference to the business judgment of corporate directors who are presumably better able than the
courts to decide whether or not a proposed transaction isin the best interests of the corporation.
Will, supra. at page 1033; Gaillard, supra. at page 1264

Under the business judgment rule, as codified, a director is not liable for mistakes in business

judgment, made in good faith, in a manner the director believes to be in the best interests of the
corporation and which were made with such care, including reasonable inquiry, as an ordinarily
prudent person in a like situation would use under similar circumstances.[2] A director’sliability



may be further limited or eliminated by the Articles of Incorporation by provisions.[3]

The language of the statue applies expansively to the “duties of a director”. One authority
summarized, without citation to case authority, that application of the business judgment rule as
codified by 8309 arises most frequently in actions seeking to hold corporate directors liable for
corporate losses resulting from, among other things, the directors’ failure to obtain adequate
insurance on corporate assets, or to protect the corporation against foreseeable liabilities and
claimed diversion or waste of corporate assets. [4]

The 8309 duty of careincludes aduty of “reasonable inquiry. Information that would cause a
prudent business person to make further investigation of facts requires the director to make that
investigation and take appropriate action or face violation of the fiduciary duty.

The Duty of Loyalty for Directorsand Officers

In addition to the statutory duty of care, corporate directors and officers, who participate in
corporate management and exercise some discretionary authority, owe the corporation afiduciary
duty of loyalty (Bancroft-Whitney Co. v. Glen (1966) 64 Cal. 2d 327, 345; GAB Business
Services, Inc. v. Lindsey and Newsome Claim Services, Inc. (2000)83 Cal. App. 41 409,420-424.

A public policy ...demands of a corporate officer or director,
peremptorily and inexorably, the most scrupulous observance
of hisduty, not only affirmatively to protect the interests of
the corporation committed to his charge, but also to refrain
from doing anything that would work injury to the corporation
or to depriveit of profit or advantage which his skill and
ability might properly bring to it, or enable it to make in the
reasonable and lawful exercise of his powers.

Bancroft-Whitney, supra. at 345

Both the Bancroft-Whitney case and the GAB case involved corporate executives who, while still
employed, solicited the most desirable employees of their present employer to leave with them to
take jobs with their employer’s direct competitor. However, the reasoning and result in neither
case turned on that particular fact pattern. The definition of the duty, as set forth above by the
Bancroft-Whitney court would certainly seem to encompass the duty to prevent drastic drop in
value and other economic damage or waste to a corporation in the event of a director’s or key



officer’s death or incapacity, prevention of which is clearly within the lawful exercise of the
director’s powers.

The Cor porate Opportunity Doctrine would apply to certain of the actions and the article on
that topic should be reviewed by the reader.

The fiduciary duty enunciated by the Bancroft -Whitney Court is imposed upon corporate officers
as well as directors[5]. At least one commentator suggests that an officer is held to a higher
standard of care than a director because he/she may be required to be more familiar with
corporate affairs and less able to rely on the reports or other information supplied by others.[6] A
higher duty of care on the part of corporate officers was confirmed by the court in Gailliard v.
NatomasCompany, supra., which held that an officer’sliability is not limited by Corporations
Code 8309 or the business judgment rule. The Gaillard court considered the propriety of golden
parachutes for various executives approved by the directors of the corporation, some of whom
were a so officers, who the court referred to as “inside directors.” The Gaillard court reasoned as
follows:

We further conclude, however, that, as a matter of law, our review of the conduct of the inside
directorsis not governed by section 309. The inside directors did not vote on the approval of the
golden parachutes or consulting agreement. In securing the payment of these benefits to
themselves, they were not "[performing] the duties of a director” as specified in section 309, but
were acting as officer employees of the corporation. The judicial deference afforded under the
business judgment rule therefore should not apply. As stated by Marsh in his discussion of section
309: "section 309 subdivision (@) does not relate to officers of the corporation, but only to
directors. . . . [An] officer-director might be liable for particular conduct because of his capacity of
an officer, whereas the other directors would not." (1 Marsh, op. cit. supra, § 10.3, at p. 576.) This
result isin accord with the premise of the business judgment rule that courts should defer to the
business judgment of disinterested directors who presumably are acting in the best interests of the
corporation. Gaillard, supra at p.1265.

The facts upon which the Gaillard court distinguished the activities of an officer/director from the
activities of an “outside director” for purposes of liability are the following. The officer/directors
were active in the negotiation of the favorable employment agreements and the merger structure
that required them. However, when the agreements were put to the full board of directors the five
officer/directors who had been involved in their negotiation, abstained from voting. Only the
“outside” directors voted.

When determining director liability under Corporations Code 8309 there is arebuttable
presumption that a director acted in good faith. Katz v. Chevron Corp. (1994) 22 Cal.App. 4
1352, 1366; Burt v. Irvine (1965) 237 Cal. App. 2d 828,845. Since the presumption stems from the
business judgment rule it would not apply to the determination of liability of an officer. See Burt
v. Irvine, supra at p. 845.



Conclusion:

One wag put it succinctly: adirector is allowed to be wrong but not allowed to cheat or be wrong
without aleg to stand on. Courts will give him or her wide discretion and allow him or her to have
made the wrong decision but only if there was some grounds for making such a decision and
dishonesty or self dealing was not a factor.

It isequally vital to note that the duty of inquiry does not allow a director to “look the other way”
or fail to make reasonable inquiry as to facts or developments that a prudent business person
would investigate.

"| don't want to know” is not avalid defense.

Bylaws can provide additional protection for a director and limit both the exposure and provide for
indemnity to adirector forced to defend him or herself. But the Courts have been firm that if
wrongdoing or gross negligence is demonstrated that the director will not be able to rely on
indemnity or the business judgment rule for protection.

Thus being a director requires due care and full understanding of the duties imposed. It is not
merely aceremonial position or a seat around alarge table. It is an obligation, aduty, and the
shareholders have the right to require compliance with all the obligations of afiduciary.

[1] Other specific grounds for liability not readily apparent here are Corporations Code 8310
[voidability contracts and other transactions for director self interest]; 8 315 [liability for
approving anillegal loan of corporate funds] and 8316[liability for illegal guaranty on corporate
credit].

[2] Corp. Code 8309

[3] Corp Code § 204

[4] The Rutter Group, California Practice Guide Corporations, section 6:427, p. 6-50.
[5] Bancroft-Whitney, supra. p. 345.

[6] Mathew Bender, California Pleading and Practice, Vol. 14, Chpt. VII. Directors &
Management, p.41 , Officer’s Standard of Care, relying upon Galantine & Sterling, California
Corporation Laws, Chpt. 6, Management; Duties & Liabilities of Directors and Controlling
Sharehol ders,86.102
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SUMMARY:: On July 1, 1997, as part of the Clinton Administration's Framework for Global

Electronic Commerce, ) the President directed the Secretary of Commerce to privatize the
domain name system (DNS) in a manner that increases competition and facilitates
international participation in its management.

Accordingly, on July 2, 1997, the Department of Commerce issued a Request for Comments
(RFC) on DNS administration. The RFC solicited public input on issues relating to the overall
framework of the DNS administration, the creation of new top-level domains, policies for
domain name registrars, and trademark issues. During the comment period, more than 430

comments were received, amounting to some 1500 pages.2

On January 30, 1998, the National Telecommunications and Information Administration
(NTIA), an agency of the Department of Commerce, issued for comment, A Proposal to
Improve the Technical Management of Internet Names and Addresses. The proposed
rulemaking, or "Green Paper," was published in the Federal Register on February 20, 1998,



providing opportunity for public comment. NTIA received more than 650 comments, as of
March 23, 1998, when the comment period closed )]

The Green Paper proposed certain actions designed to privatize the management of Internet
names and addresses in a manner that allows for the development of robust competition and
facilitates global participation in Internet management. The Green Paper proposed for
discussion a variety of issues relating to DNS management including private sector creation of
a new not-for-profit corporation (the "new corporation") managed by a globally and
functionally representative Board of Directors.

EFFECTIVE DATE: This general statement of policy is not subject to the delay in effective
date required of substantive rules under 5 U.S.C. § 553(d). It does not contain mandatory

provisions and does not itself have the force and effect of law “@ Therefore, the effective date
of this policy statement is [insert date of publication in the Federal Register].

FOR FURTHER INFORMATION CONTACT: Karen Rose, Office of International
Affairs (OIA), Rm 4701, National Telecommunications and Information Administration

Comaact [aformatica Redacted

(NTTA), U.S. Department of Commerce,

Telephone: Contact Information Redacted E-mail: ontact inrormauon Keaactea [2]

AUTHORITY: 15US.C.§1512; 15U.S.C. § 1525; 47 US.C. § 902(b)(2)(H); 47 USC. §
902(b)(2)(T); 47 US.C. § 902(b)(2)(M); 47 U.S.C. § 904(c)(1).

SUPPLEMENTARY INFORMATION:
Background:

Domain names are the familiar and easy-to-remember names for Internet computers (e.g.,
"www.ecommerce.gov"). They map to unique Internet Protocol (IP) numbers (e.g.,
98.37.241.30) that serve as routing addresses on the Internet. The domain name system (DNS)
translates Internet names into the IP numbers needed for transmission of information across
the network.

U.S. Role in DNS Development:

More than 25 years ago, the U.S. Government began funding research necessary to develop
packet-switching technology and communications networks, starting with the "ARPANET"
network established by the Department of Defense's Advanced Research Projects Agency
(DARPA) n the 1960s. ARPANET was later linked to other networks established by other
government agencies, universities and research facilities. During the 1970s, DARPA also
funded the development of a "network of networks;" this became known as the Internet, and
the protocols that allowed the networks to intercommunicate became known as Internet
protocols (IP).



As part of the ARPANET devel opment work contracted to the University of Californiaat Los
Angeles (UCLA), Dr. Jon Postel, then a graduate student at the university, undertook the
maintenance of alist of host names and addresses and also alist of documents prepared by
ARPANET researchers, called Requests for Comments (RFCs). The lists and the RFCs were
made available to the network community through the auspices of SRI International, under
contract to DARPA and later the Defense Communication Agency (DCA) (now the Defense
Information Systems Agency (DISA)) for performing the functions of the Network
Information Center (the NIC).

After Dr. Postel moved from UCLA to the Information Sciences Institute (I1Sl) at the
University of Southern California (USC), he continued to maintain the list of assigned Internet
numbers and names under contracts with DARPA. SRI International continued to publish the
lists. Asthe lists grew, DARPA permitted Dr. Postel to delegate additional administrative
aspects of the list maintenance to SRI, under continuing technical oversight. Dr. Postel, under
the DARPA contracts, also published alist of technical parameters that had been assigned for
use by protocol developers. Eventually these functions collectively became known as the
Internet Assigned Numbers Authority (IANA).

Until the early 1980s, the Internet was managed by DARPA, and used primarily for research
purposes. Nonetheless, the task of maintaining the name list became onerous, and the Domain
Name System (DNS) was devel oped to improve the process. Dr. Postel and SRI participated in
DARPA's development and establishment of the technology and practices used by the DNS.
By 1990, ARPANET was completely phased out.

The Nationa Science Foundation (NSF) has statutory authority for supporting and
strengthening basic scientific research, engineering, and educational activitiesin the United
States, including the maintenance of computer networks to connect research and educational
institutions. Beginning in 1987, IBM, MCI and Merit developed NSFNET, a national high-
speed network based on Internet protocols, under an award from NSF. NSFNET, the largest of
the governmental networks, provided a "backbone" to connect other networks serving more
than 4,000 research and educational institutions throughout the country. The National
Aeronautics and Space Administration (NASA) and the U.S. Department of Energy also
contributed backbone facilities.

In 1991-92, NSF assumed responsibility for coordinating and funding the management of the
non-military portion of the Internet infrastructure. NSF solicited competitive proposals to
provide avariety of infrastructure services, including domain name registration services. On
December 31, 1992, NSF entered into a cooperative agreement with Network Solutions, Inc.
(NSI) for some of these services, including the domain name registration services. Since that
time, NSI has managed key registration, coordination, and maintenance functions of the
Internet domain name system. NSI registers domain names in the generic top level domains
(gTLDs) on afirst come, first served basis and also maintains a directory linking domain
names with the IP numbers of domain name servers. NSI also currently maintains the
authoritative database of Internet registrations.

In 1992, the U.S. Congress gave NSF statutory authority to allow commercial activity on the
NSFNET.() This facilitated connections between NSFNET and newly forming commercial
network service providers, paving the way for today's Internet. Thus, the U.S. Government has
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played a pivota rolein creating the Internet as we know it today. The U.S. Government
consistently encouraged bottom-up development of networking technologies, and throughout
the course of its development, computer scientists from around the world have enriched the
Internet and facilitated exploitation of its true potential. For example, scientists at CERN, in
Switzerland, developed software, protocols and conventions that formed the basis of today's
vibrant World Wide Web. This type of pioneering Internet research and development
continues in cooperative organizations and consortia throughout the world.

DNS Management Today:

In recent years, commercia use of the Internet has expanded rapidly. As alegacy, however,
major components of the domain name system are still performed by, or subject to,
agreements with agencies of the U.S. Government.

Every Internet computer has a unique |P number. IANA, headed by Dr. Jon Postel,
coordinates this system by allocating blocks of numerical addressesto regional |P registries
(ARIN in North America, RIPE in Europe, and APNIC in the Asia/Pacific region), under
contract with DARPA. In turn, larger Internet service providers apply to the regional IP
registries for blocks of 1P addresses. The recipients of those address blocks then reassign
addresses to smaller Internet service providers and to end users.

e 1) Assignment of numerical addresses to Internet users.

The domain name space is constructed as a hierarchy. It isdivided into top-level domains
(TLDs), with each TLD then divided into second-level domains (SLDs), and so on. More than
200 national, or country-code, TLDs (ccTLDs) are administered by their corresponding
governments or by private entities with the appropriate national government's acquiescence. A
small set of gTLDs do not carry any national identifier, but denote the intended function of
that portion of the domain space. For example, .com was established for commercial users,
.org for not-for-profit organizations, and .net for network service providers. The registration
and propagation of these key gTLDs are performed by NSI, under afive-year cooperative
agreement with NSF. This agreement expires on September 30, 1998.

e 2) Management of the system of registering names for Internet users.

Theroot server system is aset of thirteen file servers, which together contain authoritative
databases listing al TLDs. Currently, NSI operatesthe "A" root server, which maintains the
authoritative root database and replicates changes to the other root servers on adaily basis.

Different organizations, including NSI, operate the other 12 root servers® The U.S,
Government plays arole in the operation of about half of the Internet's root servers. Universal
name consistency on the Internet cannot be guaranteed without a set of authoritative and
consistent roots. Without such consistency messages could not be routed with any certainty to



the intended addresses.

o 3) Operation of the root server system.

The Internet protocol suite, as defined by the Internet Engineering Task Force (IETF),
contains many technical parameters, including protocol numbers, port numbers, autonomous
system numbers, management information base object identifiers and others. The common use
of these protocols by the Internet community requires that the particular values used in these
fields be assigned uniquely. Currently, IANA, under contract with DARPA, makes these
assignments and maintains aregistry of the assigned values.

e 4) Protocol Assignment.

The Need for Change:

From its origins as a U.S.-based research vehicle, the Internet is rapidly becoming an
international medium for commerce, education and communication. The traditional means of
organizing its technical functions need to evolve as well. The pressures for change are coming
from many different quarters:

_ Thereiswidespread dissatisfaction about the absence of competition in domain name
registration.

_ Conflicts between trademark holders and domain name holders are becoming more
common. Mechanisms for resolving these conflicts are expensive and cumbersome.

_ Many commercial interests, staking their future on the successful growth of the Internet, are
calling for amore formal and robust management structure.

__Anincreasing percentage of Internet users reside outside of the U.S., and those stakeholders
want to participate in Internet coordination.

__AslInternet names increasingly have commercial value, the decision to add new top-level
domains cannot be made on an ad hoc basis by entities or individuals that are not formally
accountabl e to the Internet community.

_ Asthe Internet becomes commercial, it becomes less appropriate for U.S. research agencies
to direct and fund these functions.

The Internet technical community has been actively debating DNS management policy for
several years. Experimental registry systems offering name registration servicesin an



alternative set of exclusive domains developed as early as January 1996. Although visible to
only afraction of Internet users, alternative systems such as the name.space, AlterNIC, and

eDNS affiliated registriest? contributed to the community's dial ogue on the evolution of DNS
administration.

In May of 1996, Dr. Postel proposed the creation of multiple, exclusive, competing top-level
domain name registries. This proposal called for the introduction of up to 50 new competing
domain name registries, each with the exclusive right to register namesin up to three new top-
level domains, for atotal of 150 new TLDs. While some supported the proposal, the plan drew
much criticism from the Internet technical community.(8) The paper was revised and
reissued.(9) The Internet Society's (ISOC) board of trustees endorsed, in principle, the slightly
revised but substantively similar version of the draft in June of 1996.

After considerable debate and redrafting failed to produce a consensus on DNS change, IANA
and the Internet Society (1SOC) organized the International Ad Hoc Committee(10) (IAHC or
the Ad Hoc Committee) in September 1996, to resolve DNS management issues. The World
Intellectual Property Organization (WI1PO) and the International Telecommunications Union
(ITU) participated in the IAHC. The Federal Networking Council (FNC) participated in the
early deliberations of the Ad Hoc Committee.

The IAHC issued a draft plan in December 1996 that introduced unique and thoughtful
concepts for the evolution of DNS administration.(11) The final report proposed a
memorandum of understanding (MoU) that would have established, initially, seven new
gTLDsto be operated on a nonexclusive basis by a consortium of new private domain name
registrars called the Council of Registrars (CORE).(12) Policy oversight would have been
undertaken in a separate council called the Policy Oversight Committee (POC) with seats
allocated to specified stakeholder groups. Further, the plan formally introduced mechanisms
for resolving trademark/domain name disputes. Under the MoU, registrants for second-level
domains would have been required to submit to mediation and arbitration, facilitated by
WIPOQ, in the event of conflict with trademark holders.

Although the IAHC proposal gained support in many quarters of the Internet community, the
|AHC process was criticized for its aggressive technology development and implementation
schedule, for being dominated by the Internet engineering community, and for lacking
participation by and input from business interests and othersin the Internet community.(13)
Others criticized the plan for failing to solve the competitive problems that were such a source
of dissatisfaction among Internet users and for imposing unnecessary burdens on trademark
holders. Although the POC responded by revising the original plan, demonstrating a
commendabl e degree of flexibility, the proposal was not able to overcome initial criticism of
both the plan and the process by which the plan was developed.(14) Important segments of
the Internet community remained outside the IAHC process, criticizing it as insufficiently
representative.(15)

Asaresult of the pressure to change DNS management, and in order to facilitate its
withdrawal from DNS management, the U.S. Government, through the Department of
Commerce and NTIA, sought public comment on the direction of U.S. policy with respect to
DNS, issuing the Green Paper on January 30, 1998.(16) The approach outlined in the Green



Paper adopted elements of other proposals, such as the early Postel drafts and the IAHC
gTLD- MoU.

Comments and Response: The following are summaries of and responses to the major
comments that were received in response to NTIA's issuance of A Proposal to Improve the
Technical Management of Internet Names and Addresses. As used herein, quantitative terms
such as "some," "many," and "the majority of," reflect, roughly speaking, the proportion of
comments addressing a particular issue but are not intended to summarize all comments
received or the complete substance of all such comments.

1. Principlesfor a New System. The Green Paper set out four principlesto guide the
evolution of the domain name system: stability, competition, private bottom-up coordination,
and representation.

Comments: In general, commenters supported these principles, in some cases highlighting the
importance of one or more of the principles. For example, a number of commenters
emphasized the importance of establishing a body that fully reflects the broad diversity of the
Internet community. Others stressed the need to preserve the bottom-up tradition of Internet
governance. A limited number of commenters proposed additional principles for the new
system, including principles related to the protection of human rights, free speech, open
communication, and the preservation of the Internet as a public trust. Finally, some
commenters who agreed that Internet stability isan important principle, nonethel ess objected
to the U.S. Government's assertion of any participatory role in ensuring such stability.

Response: The U.S. Government policy applies only to management of Internet names and
addresses and does not set out a system of Internet "governance.” Existing human rights and
free speech protections will not be disturbed and, therefore, need not be specifically included
in the core principles for DNS management. In addition, this policy is not intended to displace
other legal regimes (international law, competition law, tax law and principles of international
taxation, intellectual property law, etc.) that may already apply. The continued applicability of
these systems as well as the principle of representation should ensure that DNS management
proceeds in the interest of the Internet community as awhole. Finally, the U.S. Government
believes that it would be irresponsible to withdraw from its existing management role without
taking steps to ensure the stability of the Internet during its transition to private sector
management. On balance, the comments did not present any consensus for amending the
principles outlined in the Green Paper.

2. The Coordinated Functions. The Green Paper identified four DNS functionsto be
performed on a coordinated, centralized basisin order to ensure that the Internet runs
smoothly:

2. To oversee the operation of the Internet root server system;

3. To oversee policy for determining the circumstances under which new top level domains
would be added to the root system; and



4. To coordinate the devel opment of other technical protocol parameters as needed to maintain
universal connectivity on the Internet.

e 1. Toset policy for and direct the allocation of 1P number blocks;

Comments: Most commenters agreed that these functions should be coordinated centrally,
although afew argued that a system of authoritative roots is not technically necessary to
ensure DNS stability. A number of commenters, however, noted that the fourth function, as
delineated in the Green Paper, overstated the functions currently performed by IANA,
attributing to it central management over an expanded set of functions, some of which are now
carried out by the IETF.

Response: In order to preserve universal connectivity and the smooth operation of the
Internet, the U.S. Government continues to believe, along with most commenters, that these
four functions should be coordinated. In the absence of an authoritative root system, the
potential for name collisions among competing sources for the same domain name could
undermine the smooth functioning and stability of the Internet.

The Green Paper was not, however, intended to expand the responsibilities associated with
Internet protocols beyond those currently performed by IANA. Specifically, management of
DNS by the new corporation does not encompass the development of Internet technical
parameters for other purposes by other organizations such as |IETF. The fourth function should
be restated accordingly:

- to coordinate the assignment of other Internet technical parameters as needed to
maintain universal connectivity on the Internet.

3. Separation of Name and Number Authority.

Comments. A number of commenters suggested that management of the domain name system
should be separated from management of the IP number system. These commenters expressed
the view that the numbering system isrelatively technical and straightforward. They feared
that tight linkage of domain name and IP number policy development would embraoil the IP
numbering system in the kind of controversy that has surrounded domain name issuance in
recent months. These commenters also expressed concern that the devel opment of alternative
name and number systems could be inhibited by this controversy or delayed by those with
vested interests in the existing system.

Response: The concerns expressed by the commenters are legitimate, but domain names and
I P numbers must ultimately be coordinated to preserve universal connectivity on the Internet.
Also, there are significant costs associated with establishing and operating two separate
management entities.



However, there are organizational structures that could minimize the risks identified by
commenters. For example, separate name and number councils could be formed within a
single organization. Policy could be determined within the appropriate council that would
submit its recommendations to the new corporation's Board of Directors for ratification.

4. Creation of the New Corporation and Management of the DNS. The Green Paper called
for the creation of a new private, not-for-profit corporation(17) responsible for coordinating
specific DNS functions for the benefit of the Internet as awhole. Under the Green Paper
proposal, the U.S. Government(18) would gradually transfer these functions to the new
corporation beginning as soon as possible, with the goal of having the new corporation carry
out operational responsibility by October 1998. Under the Green Paper proposal, the U.S.
Government would continue to participate in policy oversight until such time as the new
corporation was established and stable, phasing out as soon as possible, but in no event later
than September 30, 2000. The Green Paper suggested that the new corporation be incorporated
in the United States in order to promote stability and facilitate the continued reliance on
technical expertise residing in the United States, including IANA staff at USC/ISI.

Comments: Almost all commenters supported the creation of a new, private not-for-profit
corporation to manage DNS. Many suggested that IANA should evolve into the new
corporation. A small number of commenters asserted that the U.S. Government should
continue to manage Internet names and addresses. Another small number of commenters
suggested that DNS should be managed by international governmental institutions such as the
United Nations or the International Telecommunications Union. Many commenters urged the
U.S. Government to commit to a more aggressive timeline for the new corporation’s
assumption of management responsibility. Some commenters also suggested that the proposal
to headquarter the new corporation in the United States represented an inappropriate attempt
to impose U.S. law on the Internet as awhole.

Response: The U.S. Government is committed to atransition that will allow the private sector
to take leadership for DNS management. Most commenters shared this goal. While
international organizations may provide specific expertise or act as advisors to the new
corporation, the U.S. continues to believe, as do most commenters, that neither national
governments acting as sovereigns nor intergovernmental organizations acting as
representatives of governments should participate in management of Internet names and
addresses. Of course, national governments now have, and will continue to have, authority to
manage or establish policy for their own ccTLDs.

The U.S. Government would prefer that this transition be complete before the year 2000. To
the extent that the new corporation is established and operationally stable, September 30, 2000
isintended to be, and remains, an "outside" date.

IANA has functioned as a government contractor, albeit with considerable latitude, for some
time now. Moreover, IANA is not formally organized or constituted. It describes afunction
more than an entity, and as such does not currently provide alegal foundation for the new
corporation. Thisis not to say, however, that IANA could not be reconstituted by a broad-
based, representative group of Internet stakeholders or that individuals associated with IANA
should not themselves play important foundation roles in the formation of the new
corporation. We believe, and many commenters al so suggested, that the private sector



organizers will want Dr. Postel and other IANA staff to be involved in the creation of the new
corporation.

Because of the significant U.S.-based DNS expertise and in order to preserve stability, it
makes sense to headquarter the new corporation in the United States. Further, the mere fact
that the new corporation would be incorporated in the United States would not remove it from
the jurisdiction of other nations. Finally, we note that the new corporation must be
headquartered somewhere, and similar objections would inevitably arise if it were
incorporated in another location.

5. Structure of the New Cor por ation. The Green Paper proposed a 15-member Board,
consisting of three representatives of regional number registries, two members designated by
the Internet Architecture Board (IAB), two members representing domain name registries and
domain name registrars, seven members representing Internet users, and the Chief Executive
Officer of the new corporation.

Comments. Commenters expressed a variety of positions on the composition of the Board of
Directors for the new corporation. In general, however, most commenters supported the
establishment of a Board of Directors that would be representative of the functional and
geographic diversity of the Internet. For the most part, commenters agreed that the groups
listed in the Green Paper included individuals and entities likely to be materially affected by
changesin DNS. Most of those who criticized the proposed allocation of Board seats called
for increased representation of their particular interest group on the Board of Directors.
Specifically, anumber of commenters suggested that the allocation set forth in the Green
Paper did not adequately reflect the specia interests of (1) trademark holders, (2) Internet
service providers, or (3) the not-for-profit community. Others commented that the Green Paper
did not adequately ensure that the Board would be globally representative.

Response: The Green Paper attempted to describe a manageably sized Board of Directors that
reflected the diversity of the Internet. It is probably impossible to allocate Board seats in away
that satisfies all parties concerned. On balance, we believe the concerns raised about the
representation of specific groups are best addressed by a thoughtful allocation of the "user"
seats as determined by the organizers of the new corporation and its Board of Directors, as
discussed below.

The Green Paper identified several international membership associations and organizations to
designate Board members such as APNIC, ARIN, RIPE, and the Internet Architecture Board.
We continue to believe that as use of the Internet expands outside the United States, it is
increasingly likely that a properly open and transparent DNS management entity will have
board members from around the world. Although we do not set any mandatory minimums for
global representation, this policy statement is designed to identify global representativeness as
an important priority.

6. Registrarsand Registries. The Green Paper proposed moving the system for registering
second level domains and the management of generic top-level domainsinto a competitive

environment by creating two market-driven businesses, registration of second level domain
names and the management of gTLD registries.

a. Competitive Registrars. Comments. Commenters strongly supported establishment of a
10



competitive registrar system whereby registrars would obtain domain names for customersin
any gTLD. Few disagreed with this position. The Green Paper proposed a set of requirements
to be imposed by the new corporation on all would-be registrars. Commenters for the most
part did not take exception to the proposed criteria, but a number of commenters suggested
that it was inappropriate for the United States government to establish them.

Response: In response to the comments received, the U.S. Government believes that the new
corporation, rather than the U.S. Government, should establish minimum criteriafor registrars
that are pro-competitive and provide some measure of stability for Internet users without being
SO onerous as to prevent entry by would-be domain name registrars from around the world.
Accordingly, the proposed criteria are not part of this policy statement.

b. Competitive Registries. Comments. Many commenters voiced strong opposition to the
idea of competitive and/or for-profit domain name registries, citing one of several concerns.
Some suggested that top level domain names are not, by nature, ever truly generic. As such,
they will tend to function as "natural monopolies’ and should be regulated as a public trust and
operated for the benefit of the Internet community as awhole. Others suggested that even if
competition initially exists among various domain name registries, lack of portability in the
naming systems would create lock-in and switching costs, making competition unsustainable
in the long run. Finally, other commenters suggested that no new registry could compete
meaningfully with NSI unless all domain name registries were not-for-profit and/or
noncompeting.

Some commenters asserted that an experiment involving the creation of additional for-profit
registries would be too risky, and irreversible once undertaken. A related concern raised by
commenters addressed the rights that for-profit operators might assert with respect to the
information contained in registries they operate. These commenters argued that registries
would have inadequate incentives to abide by DNS policies and procedures unless the new
corporation could terminate a particular entity's license to operate aregistry. For-profit
operators, under thisline of reasoning, would be more likely to disrupt the Internet by resisting
license terminations.

Commenters who supported competitive registries conceded that, in the absence of domain
name portability, domain name registries could impose switching costs on users who change
domain name registries. They cautioned, however, that it would be premature to conclude that
switching costs provide a sufficient basis for precluding the proposed move to competitive
domain name registries and cited a number of factors that could protect against registry
opportunism. These commenters concluded that the potential benefits to customers from
enhanced competition outweighed the risk of such opportunism. The responses to the Green
Paper also included public comments on the proposed criteriafor registries.

Response: Both sides of this argument have considerable merit. It is possible that additional
discussion and information will shed light on thisissue, and therefore, as discussed below, the
U.S. Government has concluded that the issue should be left for further consideration and final
action by the new corporation. The U.S. Government is of the view, however, that competitive
systems generally result in greater innovation, consumer choice, and satisfaction in the long
run. Moreover, the pressure of competition is likely to be the most effective means of
discouraging registries from acting monopolistically. Further, in response to the comments
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received, the U.S. government believes that new corporation should establish and implement
appropriate criteriafor gTLD registries. Accordingly, the proposed criteria are not part of this
policy statement.

7. The Creation of New gTL Ds. The Green Paper suggested that during the period of
transition to the new corporation, the U.S. Government, in cooperation with IANA, would
undertake a process to add up to five new gTLDs to the authoritative root. Noting that
formation of the new corporation would involve some delay, the Green Paper contemplated
new gTLDs in the short term to enhance competition and provide information to the technical
community and to policy makers, while offering entities that wished to enter into the registry
business an opportunity to begin offering service to customers. The Green Paper, however,
noted that ideally the addition of new TLDs would be |eft to the new corporation.

Comments: The comments evidenced very strong support for limiting government
involvement during the transition period on the matter of adding new gTLDs. Specifically,
most commenters -- both U.S. and non-U.S.-- suggested that it would be more appropriate for
the new, globally representative, corporation to decide these issues once it is up and running.
Few believed that speed should outweigh process considerations in this matter. Others warned,
however, that relegating this contentious decision to a new and untested entity early inits
development could fracture the organization. Others argued that the market for alarge or
unlimited number of new gTLDs should be opened immediately. They asserted that there are
no technical impediments to the addition of a host of gTLDs, and the market will decide which
TLDs succeed and which do not. Further, they pointed out that there are no artificial or
arbitrary limitsin other media on the number of places in which trademark holders must
defend against dilution.

Response: The challenge of deciding policy for the addition of new domains will be
formidable. We agree with the many commenters who said that the new corporation would be
the most appropriate body to make these decisions based on global input. Accordingly, as
supported by the preponderance of comments, the U.S. Government will not implement new
gTLDs at thistime.

At least in the short run, a prudent concern for the stability of the system suggests that
expansion of gTLDs proceed at a deliberate and controlled pace to allow for evaluation of the
impact of the new gTLDs and well-reasoned evolution of the domain space. New top level
domains could be created to enhance competition and to enable the new corporation to
evaluate the functioning, in the new environment, of the root server system and the software
systems that enable shared registration.

8. The Trademark Dilemma. When atrademark is used as a domain name without the
trademark owner's consent, consumers may be misled about the source of the product or
service offered on the Internet, and trademark owners may not be able to protect their rights
without very expensive litigation. For cyberspace to function as an effective commercial
market, businesses must have confidence that their trademarks can be protected. On the other
hand, management of the Internet must respond to the needs of the Internet community as a
whole, and not trademark owners exclusively. The Green Paper proposed a number of stepsto
bal ance the needs of domain name holders with the legitimate concerns of trademark owners
in theinterest of the Internet community as a whole. The proposals were designed to provide
trademark holders with the same rights they have in the physical world, to ensure
transparency, and to guarantee a dispute resol ution mechanism with resort to a court system.
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The Green Paper also noted that trademark holders have expressed concern that domain name
registrants in faraway places may be able to infringe their rights with no convenient
jurisdiction available in which the trademark owner could enforce a judgment protecting those
rights. The Green Paper solicited comments on an arrangement whereby, at the time of
registration, registrants would agree to submit a contested domain name to the jurisdiction of
the courts where the registry is domiciled, where the registry database is maintained, or where
the"A" root server is maintained.

Comments. Commenters largely agreed that domain name registries should maintain up-to-
date, readily searchable domain name databases that contain the information necessary to
locate a domain name holder. In general commenters did not take specific issue with the
database specifications proposed in Appendix 2 of the Green Paper, although some
commenters proposed additional requirements. A few commenters noted, however, that
privacy issues should be considered in this context.

A number of commenters objected to NSI's current business practice of allowing registrants to
use domain names before they have actually paid any registration fees. These commenters
pointed out that this practice has encouraged cybersquatters and increased the number of
conflicts between domain name holders and trademark holders. They suggested that domain
name applicants should be required to pay before a desired domain name becomes available
for use.

Most commenters also favored creation of an on-line dispute resolution mechanism to provide
inexpensive and efficient alternatives to litigation for resolving disputes between trademark
owners and domain name registrants. The Green Paper contemplated that each registry would
establish specified minimum dispute resolution procedures, but remain free to establish
additional trademark protection and dispute resolution mechanisms. Most commenters did not
agree with this approach, favoring instead a uniform approach to resolving trademark/domain
name disputes.

Some commenters noted that temporary suspension of adomain name in the event of an
objection by atrademark holder within a specified period of time after registration would
significantly extend trademark holders rights beyond what is accorded in the real world. They
argued that such a provision would create a de facto waiting period for name use, as holders
would need to suspend the use of their name until after the objection window had passed to
forestall an interruption in service. Further, they argue that such a system could be used anti-
competitively to stall acompetitor's entry into the marketplace.

The suggestion that domain name registrants be required to agree at the time of registration to
submit disputed domain names to the jurisdiction of specified courts was supported by U.S.
trademark holders but drew strong protest from trademark holders and domain name
registrants outside the United States. A number of commenters characterized thisas an
inappropriate attempt to establish U.S. trademark law as the law of the Internet. Others
suggested that existing jurisdictional arrangements are satisfactory. They argue that
establishing a mechanism whereby the judgment of a court can be enforced absent personal
jurisdiction over the infringer would upset the balance between the interests of trademark
holders and those of other members of the Internet community.
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Response: The U.S. Government will seek international support to call upon the World
Intellectual Property Organization (WIPO) to initiate a balanced and transparent process,
which includes the participation of trademark holders and members of the Internet community
who are not trademark holders, to (1) devel op recommendations for a uniform approach to
resolving trademark/domain name disputes involving cyberpiracy (as opposed to conflicts
between trademark holders with legitimate competing rights), (2) recommend a process for
protecting famous trademarks in the generic top level domains, and (3) evaluate the effects,
based on studies conducted by independent organizations, such as the National Research
Council of the National Academy of Sciences, of adding new gTLDs and related dispute
resolution procedures on trademark and intellectual property holders. These findings and
recommendations could be submitted to the board of the new corporation for its consideration
in conjunction with its development of registry and registrar policy and the creation and
introduction of new gTLDs.

In trademark/domain name conflicts, there are issues of jurisdiction over the domain namein
controversy and jurisdiction over the legal persons (the trademark holder and the domain name
holder). This document does not attempt to resolve questions of personal jurisdictionin
trademark/domain name conflicts. The legal issues are numerous, involving contract, conflict
of laws, trademark, and other questions. In addition, determining how these various legal
principles will be applied to the borderless Internet with an unlimited possibility of factual
scenarios will require agreat deal of thought and deliberation. Obtaining agreement by the
parties that jurisdiction over the domain name will be exercised by an alternative dispute
resolution body is likely to be at least somewhat less controversial than agreement that the
parties will subject themselves to the personal jurisdiction of a particular national court. Thus,
the referencesto jurisdiction in this policy statement are limited to jurisdiction over the
domain name in dispute, and not to the domain name holder.

In order to strike a balance between those commenters who thought that registrars and
registries should not themselves be engaged in disputes between trademark owners and
domain name holders and those commenters who thought that trademark owners should have
access to areliable and up-to-date database, we believe that a database should be maintained
that permits trademark owners to obtain the contact information necessary to protect their
trademarks.

Further, it should be clear that whatever dispute resolution mechanism is put in place by the
new corporation, that mechanism should be directed toward disputes about cybersquatting and
cyberpiracy and not to settling the disputes between two parties with legitimate competing
interests in a particular mark. Where legitimate competing rights are concerned, disputes are
rightly settled in an appropriate court.

Under the revised plan, we recommend that domain name holders agree to submit infringing
domain names to the jurisdiction of a court wherethe"A" root server is maintained, where the
registry isdomiciled, where the registry database is maintained, or where the registrar is
domiciled. We believe that allowing trademark infringement suits to be brought wherever
registrars and registries are located will help ensure that all trademark holders - both U.S. and
non-U.S. - have the opportunity to bring suits in a convenient jurisdiction and enforce the
judgments of those courts.
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Under the revised plan, we also recommend that, whatever options are chosen by the new
corporation, each registrar should insist that payment be made for the domain name before it
becomes available to the applicant. The failure to make a domain name applicant pay for its
use of a domain name has encouraged cyberpirates and is a practice that should end as soon as
possible.

9. Competition Concerns.

Comments. Several commenters suggested that the U.S. Government should provide full
antitrust immunity or indemnification for the new corporation. Others noted that potential
antitrust liability would provide an important safeguard against institutional inflexibility and
abuses of power.

Response: Applicable antitrust law will provide accountability to and protection for the
international Internet community. Legal challenges and lawsuits can be expected within the
normal course of business for any enterprise and the new corporation should anticipate this
reality.

The Green Paper envisioned the new corporation as operating on principles similar to those of
a standard-setting body. Under this model, due process requirements and other appropriate
processes that ensure transparency, equity and fair play in the development of policies or
practices would need to be included in the new corporation's originating documents. For
example, the new corporation's activities would need to be open to all persons who are directly
affected by the entity, with no undue financial barriers to participation or unreasonable
restrictions on participation based on technical or other such requirements. Entities and
individuals would need to be able to participate by expressing a position and its basis, having
that position considered, and appealing if adversely affected. Further, the decision making
process would need to reflect a balance of interests and should not be dominated by any single
interest category. If the new corporation behaves this way, it should be less vulnerable to
antitrust challenges.

10. The NSI Agreement.

Comments: Many commenters expressed concern about continued administration of key
gTLDsby NSI. They argued that this would give NSI an unfair advantage in the marketplace
and allow NSI to leverage economies of scale acrosstheir gTLD operations. Some
commenters also believe the Green Paper approach would have entrenched and
institutionalized NSI's dominant market position over the key domain name going forward.
Further, many commenters expressed doubt that alevel playing field between NSI and the
new registry market entrants could emerge if NS| retained control over .com, .net, and .org.

Response: The cooperative agreement between NS| and the U.S. Government is currently in
its ramp down period. The U.S. Government and NSI will shortly commence discussions
about the terms and conditions governing the ramp-down of the cooperative agreement.
Through these discussions, the U.S. Government expects NSI to agree to take specific actions,
including commitments as to pricing and equal access, designed to permit the devel opment of
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competition in domain name registration and to approximate what would be expected in the
presence of marketplace competition. The U.S. Government expects NSI to agreeto act ina
manner consistent with this policy statement, including recognizing the role of the new
corporation to establish and implement DNS policy and to establish terms (including licensing
terms) applicable to new and existing gTLD registries under which registries, registrars and
gTLDs are permitted to operate. Further, the U.S. Government expects NSI to agree to make
available on an ongoing basis appropriate databases, software, documentation thereof,
technical expertise, and other intellectual property for DNS management and shared
registration of domain names.

11. A Global Per spective

Comments: A number of commenters expressed concern that the Green Paper did not go far
enough in globalizing the administration of the domain name system. Some believed that
international organizations should have arole in administering the DNS. Others complained
that incorporating the new corporation in the United States would entrench control over the
Internet with the U.S. Government. Still others believed that the awarding by the U.S.
Government of up to five new gTLDs would enforce the existing dominance of U.S. entities
over thegTLD system.

Response: The U.S. Government believes that the Internet is a global medium and that its
technical management should fully reflect the global diversity of Internet users. We recognize
the need for and fully support mechanisms that would ensure international input into the
management of the domain name system. In withdrawing the U.S. Government from DNS
management and promoting the establishment of a new, non-governmental entity to manage
Internet names and addresses, akey U.S. Government objective has been to ensure that the
increasingly global Internet user community has a voice in decisions affecting the Internet's
technical management.

We believe this process has reflected our commitment. Many of the comments on the Green
Paper were filed by foreign entities, including governments. Our dial ogue has been open to all
Internet users - foreign and domestic, government and private - during this process, and we
will continue to consult with the international community as we begin to implement the
transition plan outlined in this paper.

12. The Intdlectual I nfrastructure Fund.

In 1995, NSF authorized NSI to assess domain name registrants a $50 fee per year for the first
two years, 30 percent of which was to be deposited in the Intellectual Infrastructure Fund
(I1F), afund to be used for the preservation and enhancement of the intellectual infrastructure
of the Internet.

Comments: Very few comments referenced the I1F. In general, the comments received on the
issue supported either refunding the 11 F portion of the domain name registration fee to domain
registrants from whom it had been collected or applying the funds toward Internet
infrastructure development projects generally, including funding the establishment of the new
corporation.
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Response: As proposed in the Green Paper, allocation of a portion of domain name
registration fees to this fund terminated as of March 31, 1998. NSI has reduced its registration
fees accordingly. The I1F remains the subject of litigation. The U.S. Government takes the
position that its collection has recently been ratified by the U.S. Congress,(19)

and has moved to dismiss the claim that it was unlawfully collected. This matter has not been
finally resolved, however.

13. The .us Domain.

At present, the IANA administers .us as alocality-based hierarchy in which second-level
domain space is allocated to states and U.S. territories.(20) This name space is further
subdivided into localities. General registration under localitiesis performed on an exclusive
basis by private firms that have requested delegation from IANA. The .us name space has
typically been used by branches of state and local governments, although some commercial
names have been assigned. Where registration for alocality has not been delegated, the IANA
itself serves asthe registrar.

Comments: Many commenters suggested that the pressure for unique identifiersin the .com
gTLD could berelieved if commercial use of the .us space was encouraged. Commercial users
and trademark holders, however, find the current locality-based system too cumbersome and
complicated for commercial use. They called for expanded use of the .us TLD to alleviate
some of the pressure for new generic TLDs and reduce conflicts between American companies
and others vying for the same domain name. Most commenters support an evolution of the .us
domain designed to make this name space more attractive to commercia users.

Response: Clearly, there is much opportunity for enhancing the .us domain space, and .us
could be expanded in many ways without displacing the current structure. Over the next few
months, the U.S. Government will work with the private sector and state and local
governments to determine how best to make the .us domain more attractive to commercial
users. Accordingly, the Department of Commerce will seek public input on this important
issue.

ADMINISTRATIVE LAW REQUIREMENTS:

On February 20, 1998, NTIA published for public comment a proposed rule regarding the
domain name registration system. That proposed rule sought comment on substantive
regulatory provisions, including but not limited to avariety of specific requirements for the
membership of the new corporation, the creation during a transition period of a specified
number of new generic top level domains and minimum dispute resolution and other
procedures related to trademarks. As discussed elsewhere in this document, in response to
public comment these aspects of the original proposal have been eliminated. In light of the
public comment and the changes to the proposal made as aresult, as well as the continued
rapid technological development of the Internet, the Department of Commerce has determined
that it should issue a general statement of policy, rather than define or impose a substantive
regulatory regime for the domain name system. As such, this policy statement is not a
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substantive rule, does not contain mandatory provisions and does not itself have the force and
effect of law.

The Assistant General Counsel for Legislation and Regulation, Department of Commerce,
certified to the Chief Counsel for Advocacy, Small Business Administration, that, for purposes
of the Regulatory Flexibility Act, 5 U.S.C. 88 601 et seq., the proposed rule on this matter, if
adopted, would not have a significant economic impact on a substantial number of small
entities. The factual basis for this certification was published along with the proposed rule. No
comments were received regarding this certification. As such, and because thisfinal ruleisa
general statement of policy, no final regulatory flexibility analysis has been prepared.

This genera statement of policy does not contain any reporting or record keeping
requirements subject to the Paperwork Reduction Act, 44 U.S.C. ch. 35 (PRA). However, at
the time the U.S. Government might seek to enter into agreements as described in this policy
statement, a determination will be made as to whether any reporting or record keeping
requirements subject to the PRA are being implemented. If so, the NTIA will, at that time,
seek approval under the PRA for such requirement(s) from the Office of Management and
Budget.

This statement has been determined to be not significant for purposes of Office of
Management and Budget review under Executive Order 12866, entitled Regulatory Planning
and Review.

REVISED POLICY STATEMENT:

This document provides the U.S. Government's policy regarding the privatization of the
domain name system in a manner that allows for the devel opment of robust competition and
that facilitates global participation in the management of Internet names and addresses.

The policy that follows does not propose a monoalithic structure for Internet governance. We
doubt that the Internet should be governed by one plan or one body or even by a series of
plans and bodies. Rather, we seek a stable process to address the narrow issues of management
and administration of Internet names and numbers on an ongoing basis.

As set out below, the U.S. Government is prepared to recognize, by entering into agreement
with, and to seek international support for, a new, not-for-profit corporation formed by private
sector Internet stakeholders to administer policy for the Internet name and address system.
Under such agreement(s) or understanding(s), the new corporation would undertake various
responsibilities for the administration of the domain name system now performed by or on
behalf of the U.S. Government or by third parties under arrangements or agreements with the
U.S. Government. The U.S. Government would also ensure that the new corporation has
appropriate access to needed databases and software developed under those agreements.

The Coordinated Functions

Management of number addresses is best done on a coordinated basis. Internet numbers are a
unique, and at least currently, alimited resource. As technology evolves, changes may be
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needed in the number allocation system. These changes should a so be coordinated.

Similarly, coordination of the root server network is necessary if the whole system isto work
smoothly. While day-to-day operational tasks, such as the actual operation and maintenance of
the Internet root servers, can be dispersed, overal policy guidance and control of the TLDs
and the Internet root server system should be vested in asingle organization that is
representative of Internet users around the globe.

Further, changes made in the administration or the number of gTLDs contained in the
authoritative root system will have considerable impact on Internet users throughout the
world. In order to promote continuity and reasonable predictability in functions related to the
root zone, the development of policies for the addition, allocation, and management of gTLDs
and the establishment of domain name registries and domain name registrars to host gTLDs
should be coordinated.

Finally, coordinated maintenance and dissemination of the protocol parameters for Internet
addressing will best preserve the stability and interconnectivity of the Internet. We are not,
however, proposing to expand the functional responsibilities of the new corporation beyond
those exercised by IANA currently.

In order to facilitate the needed coordination, Internet stakeholders are invited to work
together to form a new, private, not-for-profit corporation to manage DNS functions. The
following discussion reflects current U.S. Government views of the characteristics of an
appropriate management entity. What follows is designed to describe the characteristics of an
appropriate entity generally.

Principlesfor a New System. In making a decision to enter into an agreement to establish a
process to transfer current U.S. government management of DNS to such a new entity, the
U.S. will be guided by, and consider the proposed entity's commitment to, the following
principles:

The U.S. Government should end itsrole in the Internet number and name address systemin a
manner that ensures the stability of the Internet. The introduction of a new management
system should not disrupt current operations or create competing root systems. During the
transition and thereafter, the stability of the Internet should be the first priority of any DNS
management system. Security and reliability of the DNS are important aspects of stability, and
as anew DNS management system is introduced, a comprehensive security strategy should be
developed.

2. Competition.

The Internet succeeds in great measure because it is a decentralized system that encourages
innovation and maximizes individual freedom. Where possible, market mechanisms that
support competition and consumer choice should drive the management of the Internet
because they will lower costs, promote innovation, encourage diversity, and enhance user
choice and satisfaction.
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3. Private, Bottom-Up Coordination.

Certain management functions require coordination. In these cases, responsible, private-sector
action is preferable to government control. A private coordinating processis likely to be more
flexible than government and to move rapidly enough to meet the changing needs of the
Internet and of Internet users. The private process should, as far as possible, reflect the
bottom-up governance that has characterized development of the Internet to date.

4. Representation.

The new corporation should operate as a private entity for the benefit of the Internet
community as awhole. The development of sound, fair, and widely accepted policies for the
management of DNS will depend on input from the broad and growing community of Internet
users. Management structures should reflect the functional and geographic diversity of the
Internet and its users. Mechanisms should be established to ensure international participation
in decision making.

o 1. Stahility
Pur pose. The new corporation ultimately should have the authority to manage and perform a

specific set of functions related to coordination of the domain name system, including the
authority necessary to:

2) oversee operation of the authoritative Internet root server system,

3) oversee policy for determining the circumstances under which new TLDs are added to the
root system; and

4) coordinate the assignment of other Internet technical parameters as needed to maintain
universal connectivity on the Internet.

e 1) set policy for and direct alocation of |P number blocks to regional Internet number
registries,

Funding. Once established, the new corporation could be funded by domain name registries,
regional |P registries, or other entities identified by the Board.

Staff. We anticipate that the new corporation would want to make arrangements with current
IANA staff to provide continuity and expertise over the course of transition. The new
corporation should secure necessary expertise to bring rigorous management to the
organization.
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I ncor por ation. We anticipate that the new corporation's organizers will include
representatives of regional Internet number registries, Internet engineers and computer
scientists, domain name registries, domain name registrars, commercial and noncommercial
users, Internet service providers, international trademark holders and Internet experts highly
respected throughout the international Internet community. These incorporators should include
substantial representation from around the world.

As these functions are now performed in the United States, by U.S. residents, and to ensure
stability, the new corporation should be headquartered in the United States, and incorporated
in the U.S. as a not-for-profit corporation. It should, however, have aboard of directors from
around the world. Moreover, incorporation in the United Statesis not intended to supplant or
displace the laws of other countries where applicable.

Structure. The Internet community is already global and diverse and likely to become more
so over time. The organization and its board should derive legitimacy from the participation of
key stakeholders. Since the organization will be concerned mainly with numbers, names and
protocols, its board should represent membership organizations in each of these areas, as well
asthe direct interests of Internet users.

The Board of Directors for the new corporation should be balanced to equitably represent the
interests of IP number registries, domain name registries, domain name registrars, the
technical community, Internet service providers (ISPs), and Internet users (commercial, not-
for-profit, and individuals) from around the world. Since these constituencies are international,
we would expect the board of directors to be broadly representative of the global Internet
community.

Asoutlined in appropriate organizational documents, (Charter, Bylaws, etc.) the new
corporation should:

2) direct the Interim Board to establish a system for electing a Board of Directors for the new
corporation that insures that the new corporation's Board of Directors reflects the geographical
and functional diversity of the Internet, and is sufficiently flexible to permit evolution to
reflect changes in the constituency of Internet stakeholders. Nominations to the Board of
Directors should preserve, as much as possible, the tradition of bottom-up governance of the
Internet, and Board Members should be elected from membership or other associations open
to all or through other mechanisms that ensure broad representation and participation in the
election process.

3) direct the Interim Board to develop policies for the addition of TLDs, and establish the
qualifications for domain name registries and domain name registrars within the system.

4) restrict official government representation on the Board of Directors without precluding
governments and intergovernmental organizations from participating as Internet usersor in a
non-voting advisory capacity.

e 1) appoint, on an interim basis, an initial Board of Directors (an Interim Board)
consisting of individual s representing the functional and geographic diversity of the
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Internet community. The Interim Board would likely need access to legal counsel with
expertise in corporate law, competition law, intellectual property law, and emerging
Internet law. The Interim Board could serve for afixed period, until the Board of
Directorsis elected and installed, and we anticipate that members of the Interim Board
would not themselves serve on the Board of Directors of the new corporation for afixed
period thereafter.

Governance. The organizing documents (Charter, Bylaws, etc.) should provide that the new
corporation is governed on the basis of a sound and transparent decision-making process,
which protects against capture by a self-interested faction, and which provides for robust,
professional management of the new corporation. The new corporation could rely on separate,
diverse, and robust name and number councils responsible for developing, reviewing, and
recommending for the board's approval policy related to matters within each council's
competence. Such councils, if developed, should also abide by rules and decision-making
processes that are sound, transparent, protect against capture by a self-interested party and
provide an open process for the presentation of petitions for consideration. The elected Board
of Directors, however, should have final authority to approve or reject policies recommended
by the councils.

Operations. The new corporation's processes should be fair, open and pro-competitive,
protecting against capture by a narrow group of stakeholders. Typically this means that
decision-making processes should be sound and transparent; the basis for corporate decisions
should be recorded and made publicly available. Super-majority or even consensus
requirements may be useful to protect against capture by a self-interested faction. The new
corporation does not need any specia grant of immunity from the antitrust laws so long asits
policies and practices are reasonably based on, and no broader than necessary to promote the
legitimate coordinating objectives of the new corporation. Finally, the commercia importance
of the Internet necessitates that the operation of the DNS system, and the operation of the
authoritative root server system should be secure, stable, and robust.

The new corporation's charter should provide a mechanism whereby its governing body will
evolveto reflect changes in the constituency of Internet stakeholders. The new corporation
could, for example, establish an open process for the presentation of petitions to expand board
representation.

Trademark Issues. Trademark holders and domain name registrants and others should have
access to searchabl e databases of registered domain names that provide information necessary
to contact a domain name registrant when a conflict arises between atrademark holder and a
domain name holder.(21) To this end, we anticipate that the policies established by the new
corporation would provide that following information would be included in all registry
databases and available to anyone with access to the Internet:

- up-to-date and historical chain of registration information for the domain name;

- amalil address for service of process;
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- the date of domain name registration;

- the date that any objection to the registration of the domain nameisfiled; and

- any other information determined by the new corporation to be reasonably necessary to
resolve disputes between domain name registrants and trademark holders expeditiously.

e - up-to-date registration and contact information;

Further, the U.S. Government recommends that the new corporation adopt policies whereby:

2) Domain name registrants would agree, at the time of registration or renewal, that in cases
involving cyberpiracy or cybersquatting (as opposed to conflicts between legitimate
competing rights holders), they would submit to and be bound by alternative dispute resolution
systemsidentified by the new corporation for the purpose of resolving those conflicts.
Registries and Registrars should be required to abide by decisions of the ADR system.

3) Domain name registrants would agree, at the time of registration or renewal, to abide by
processes adopted by the new corporation that exclude, either pro-actively or retroactively,
certain famous trademarks from being used as domain names (in one or more TLDs) except by
the designated trademark holder.

4) Nothing in the domain name registration agreement or in the operation of the new
corporation should limit the rights that can be asserted by a domain name registrant or
trademark owner under national laws.

« 1) Domain registrants pay registration fees at the time of registration or renewal and
agree to submit infringing domain names to the authority of a court of law in the
jurisdiction in which the registry, registry database, registrar, or the "A" root servers are
located.

THE TRANSITION

Based on the processes described above, the U.S. Government believes that certain actions
should be taken to accomplish the objectives set forth above. Some of these steps must be
taken by the government itself, while others will need to be taken by the private sector. For
example, anew not-for-profit organization must be established by the private sector and its
Interim Board chosen. Agreement must be reached between the U.S. Government and the new
corporation relating to transfer of the functions currently performed by IANA. NSI and the
U.S. Government must reach agreement on the terms and conditions of NSI's evolution into
one competitor among many in the registrar and registry marketplaces. A process must be laid
out for making the management of the root server system more robust and secure. A
relationship between the U.S. Government and the new corporation must be devel oped to
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transition DNS management to the private sector and to transfer management functions.

During the transition the U.S. Government expects to:

2) enter into agreement with the new corporation under which it assumes responsibility for
management of the domain name space;

3) ask WIPO to convene an international process including individuals from the private sector
and government to develop a set of recommendations for trademark/domain name dispute
resolutions and other issues to be presented to the Interim Board for its consideration as soon
aspossible;

4) consult with the international community, including other interested governments as it
makes decisions on the transfer; and

5) undertake, in cooperation with IANA, NSI, the IAB, and other relevant organizations from
the public and private sector, areview of the root server system to recommend meansto
increase the security and professional management of the system. The recommendations of the
study should be implemented as part of the transition process; and the new corporation should
develop a comprehensive security strategy for DNS management and operations.

« 1) ramp down the cooperative agreement with NSI with the objective of introducing
competition into the domain name space. Under the ramp down agreement NS| will
agree to (a) take specific actions, including commitments as to pricing and equal access,
designed to permit the development of competition in domain name registration and to
approximate what would be expected in the presence of marketplace competition, (b)
recognize the role of the new corporation to establish and implement DNS policy and to
establish terms (including licensing terms) applicable to new and existing gTLDs and
registries under which registries, registrars and gTLDs are permitted to operate, ()
make available on an ongoing basis appropriate databases, software, documentation
thereof, technical expertise, and other intellectual property for DNS management and
shared registration of domain names;

ENDNOTES

1. Available at <http://www.ecommerce.gov>.

2. July 2, 1997 RFC and public comments are |ocated at:
<http://www.ntia.doc.gov/ntiahome/domai nname/index.html>.

3. 3The REC, the Green Paper, and comments received in response to both documents are available on the Internet
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at the following address: <http://www.ntia.doc.gov>. Additional comments were submitted after March 23, 1998.
These comments have been considered and treated as part of the official record and have been separately posted at

the same site, although the comments were not received by the deadline established in the February 20, 1998 Federal

Reqister Notice.
4. See Administrative L aw Requirements at p. 19.

5. See Scientific and Advanced-Technology Act of 1992; Pub. L. 102-476 § 4(9), 106 Stat. 2297, 2300 (codified at
42 U.S.C. §1862 (a)).

6. An unofficial diagram of the general geographic location and institutional affiliations of the 13 Internet root
servers, prepared by Anthony Rutkowski, is available at <http://www.wia.org/pub/rootserv.html>.

7. For further information about these systems see: name.space: <http://namespace.pgmedia.net>; AlterNIC:

<http://www.alternic.net>: eDNS: <http://www.edns.net>. Reference to these organizations does not constitute an
endorsement of their commercial activities.

8. Lengthy discussions by the Internet technical community on DNS issues generally and on the Postel DNS
proposal took place on the newdom, com-priv, ietf and domain-palicy Internet mailing lists.

9. 2 See draft-Postel -iana-itld-admi n-01.txt; available at <http://www.newdom.com/archive>.

10. For further information about the IAHC see: <http://www.iahc.org> and related links. Reference to this
organization does not constitute an endorsement of the commercial activities of its related organizations.

13. See generally public comments received in response to July 2, 1997 RFC located at
<http://www.ntia.doc.gov/ntiahome/domai nname/email>.

14. For adiscussion, see Congressional testimony of Assistant Secretary of Commerce Larry Irving, Before the
House Committee on Science, Subcommittee on Basic Research, September 25, 1997 available at
<http://www.ntia.doc.gov/ntiahome/domai nname/email>.

15. See generally public comments received in response to July 2, 1997 RFC located at
<http://www.ntia.doc.gov/ntiahome/domai nname/email >.

16. 18The document was published in the Federal Register on February 20, 1998, (63 Fed. Reg. 8826 (Feb. 20.
1998)).

17. As used herein, the term "new corporation” is intended to refer to an entity formally organized under well
recognized and established business law standards.

18. As noted in the Summary, the President directed the Secretary of Commerce to privatize DNS in a manner that
increases competition and facilitates international participation in its management. Accordingly, the Department of
Commerce will lead the coordination of the U.S. government's role in this transition.

19. 1998 Supplemental Appropriations and Rescissions Act; Pub. L. 105-174; 112 Stat. 58.

notes/rfc1480.txt).

21. These databases would also benefit domain name holders by making it less expensive for new registrars and
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registries to identify potential customers, enhancing competition and lowering prices.

National Telecommunications and Information Administration
1401 Constitution Ave., NW Washington, DC 20230

commerce.gov | Privacy Policy | Web Palicies | EOIA | Accessibility | usa.gov

Source URL : https://www.ntia.doc.gov/federal -register-notice/1998/statement-policy-
management-internet-names-and-addresses

Links

[1] https://www.ntia.doc.gov/category/domain-name-system
[2] mailto Contact Information Redact
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Verisign acquires Network Solutions for $21B - Mar. 7, 2000

G@\WMoney.on 2

VeriSign buys domain firmmarch 7, 2000: 8:16 a.m. ET

Proposed $21B deal will link Network Solutions with Internet security leader

NEW YORK (CNNfn) - VeriSign Inc. agreed to acquire Network Solutions Inc. for $21 billion
in stock Tuesday, creating an online powerhouse that can shepherd companies onto the
Internet and help them establish and maintain their e-commerce identity.

The surprise deal unites the world's leading provider of Internet domain name
registrations, Network Solutions, with the nation's leading provider of e-commerce and e-
mail security, creating a company that will begin with more than 12 million worldwide
subscribers.

"It's a surprise deal but a phenomenal deal," said Paul Merenbloom, an analyst with
Prudential Securities Inc. "This is ying and yang coming together for e-business solutions."
"You've got the leading provider of domain names and the leading provider of Internet
security. If you can put those together in a fenceable business -- by that | mean the ability to

create a seamless link of operations -- what's not to like?"

A hefty premium for a pricey stock

Still, despite some obvious synergies, other analysts and investors weren't quite so
enthusiastic.

While conceding that VeriSign stands to gain invaluable access to Network Solutions' 8.1-
million-member subscriber base, which it can then leverage to sell their other products,
Merrill Lynch analyst Mark Fernandes said there are lingering questions as to whether
VeriSign could have accomplished the goal for less money by establishing a partnership
instead.

"That's the million dollar question,” he said. "Can Network Solutions bring enough
opportunity to justify this $21 billion valuation?"

VeriSign spokesman Richard Yanowitch said his company considered simply maintaining
its current partnership with Network Solutions, but ultimately determined an outright
acquisition was best.

"We now have the opportunity to take a customer from the moment they come onto the
Internet all the way through the e-commerce phase," he said. "The notion of creating a
single set of services working with a single set of customers become much more attractive
than a partnership."

The agreement calls for Mountain View, Calif.-based VeriSign to issue 2.15 of its shares
for each share of Network Solutions stock of record, prior to a planned 2-for-1 split
scheduled for March 10.

Based on VeriSign's closing price of 247-7/16 Monday, the deal represented a nearly 48
percent premium for Network Solutions shareholders at the time of the announcement.

However, by mid-afternoon VeriSign (VRSN: Research, Estimates) had shed more than
16 percent of its value, falling 40-9/16 to 206-7/8, lowering the total deal price to roughly
$17.9 billion.

"It's a big chunk of news," Yanowitch said. "The market will digest it and we feel confident
the market will find its way."

Meanwhile, stock in Network Solutions (NSOL: Research, Estimates) climbed as much
76-3/4 before settling in at 416-1/2, up 55-7/8.

At that level, Network Solutions shares have now appreciated nearly 700 percent since

http://cnnmoney.printthis.clickability.com/pt/cpt? expire=&action=cpt&partnerlD=2200&fb=Y &title=Verisign+acquires+Network+Solutions+for+%2421B+... 1/3
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last August.
Looking for leverage opportunities

Still, company officials said the combination of Network Solutions subscriber base and
massive Internet infrastructure would provide VeriSign's e-commerce efforts a significant
boost, particularly as they look to move beyond the business of providing digital certificate
services for companies to more B2B applications.

"With one of the largest subscriber bases on the Internet, VeriSign and Network Solutions
will have the scale and range of services to take e-commerce to the next level," said Stratton
Sclavos, chief executive officer of VeriSign. "Our combined company will serve as the trust
utility that will power the Internet economy."

But analysts said the addition of Network Solutions would only strengthen the front end of
their business line that is bringing companies onto the Internet. VeriSign's main competitors,
Entrust Technologies Inc. and Baltimore Technologies Inc., should still maintain their
advantage linking companies to other companies or their suppliers, they said.

"l can understand why the market is reacting the way it is," said Sean Jackson, an analyst
with SunTrust Equitable Securities. "On the surface, the deal looks strategic."

"But VeriSign already sort of owns that front end of the business. This sort of helps them
strengthen it and keep it. But | don't know if it helps them much on the back end."

VeriSign in acquisition mode

The deal continues VeriSign's recent acquisitive run. Just three months ago, the company
paid more than $1.3 billion to acquire two Internet payment services firms. Analysts said the
company was looking to buy its way into the domain registration business, but ultimately
decided it would be better to purchase the industry's leading registrant instead.

VeriSign did not have to look very far to find Network Solutions. The two companies have
a long history together, including several working relationships. In addition, Sclavos has held
a seat on Network Solutions' board since it went public in 1997.

VeriSign intends to operate Network Solutions as an independent subsidiary run by its
current CEO, Jim Rutt. The companies hope to complete the deal during the third quarter.

Christopher Clough, a Network Solutions spokesman, said the Herndon, Va.-based
company will continue to operate primarily as a domain registration firm, but will work with
VeriSign to leverage other aspects of their business as well.

For example, the company plans to use Network Solutions' massive subscriber lists to
help supply buyer and supplier credentials for B2B exchanges and to complement VeriSign's
various service-oriented businesses.

Network Solutions' long and winding road

Until last fall, Network Solutions had been the exclusive provider of domain-name
registration services under a contract it had with the U.S. Commerce Department.

In an agreement reached in November with the Internet Corporation for Assigned Names
and Numbers, or ICANN, a non-profit oversight group, Network Solutions opened up the
Internet domain-name registration business to competition.

Currently, more than 90 companies are accredited to provide Internet domain names, but
Network Solutions still controls the lion's share of that business from which it derives most of
its revenues.

ICANN's board members were attending the organization's annual meeting in Egypt
Tuesday and were not immediately available for comment.

Meanwhile, VeriSign's clientele list already includes such leading companies as Bank of

http://cnnmoney.printthis.clickability.com/pt/cpt?expire=&action=cpt&partnerlD=2200&fb=Y &title=Verisign+acquires+Network+Solutions+for+%2421B+... 2/3
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America (BAC: Research, Estimates), Ford Motor Co. (E: Research, Estimates) and Texas
Instruments (TXN: Research, Estimates). The company also maintains working relationships
with Microsoft Corp. (MSFT: Research, Estimates), IBM Corp. (IBM: Research, Estimates)
and American Express (AXP: Research, Estimates). I

Find this article at:
https://money.cnn.com/2000/03/07/deals/verisign

Check the box to include the list of links referenced in the article.

© 2007 Cable News Network LP, LLP.
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VeriSign transfers control of
org

BY PAUL FESTA | JANUARY 2, 2003 12:17 PM PST

VeriSign on Thursday relinquished its authority over the .org top-
level domain to the Public Interest Registry (PIR), a group set up
by the nonprofit Internet Society (ISOC) to administer .org. The
.org domain is the Internet's fifth-largest top-level domain, with
2.4 million names registered, and is meant for use by
noncommercial organizations.

PIR in October won responsibility for .org, which VeriSign gave
up in exchange for the right to maintain the more lucrative .com
domain. PIR announced a 25-day "phase-in period" during which
VeriSign will still manage the back-end technical duties for .org.
Afilias will assume those duties Jan. 25.

Google Play: We've cracked down on bad apps: Google says it
rejected at least 55 percent more app submissions in 2018.

The best meal kit delivery services: Are you an enthusiastic cook
with not enough time? These services can help.

SHARE YOUR VOICE TAGS

Download the CNET app | About CNET | Sitemap | Privacy Policy | Ad Choice | Terms of Use | Mobile User Agreement | Help Center | Licensing

© CBS INTERACTIVE INC. AFFILIATE DISCLOSURE
All Rights Reserved CNET may get a commission from retail offers.
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10 tips for choosing the perfect domain
name

By Andrea Rowland November 5, 2018

This article was originally published on Sept. 16, 2015, and was updated on
Nov. 5, 2018.

Choosing a domain name is similar to choosing a company name — it requires a lot
of thought and consideration. Your domain name is your identity on the web; you
want to make sure you choose a domain name that not only fits your business, but

is also easy to find and promote.

How to Choose a Great Domain Name | GoDaddy

Howto{ bose

a great
domain name |



10 tips for choosing the perfect domain name

-—

. Make it easy to type.

2. Keep it short.

3. Use keywords.

4. Target your area.

5. Avoid numbers and hyphens.

6. Be memorable.

7. Research it.

8. Use an appropriate domain name extension.
9. Protect and build your brand.
10. Act fast.

Follow the steps below to help you pick the perfect domain name. And if you want
to learn even more about choosing a domain name, check out “Claim your domain
and make a statement online” for in-depth domain name tips and tricks.

1. Make it easy to type

Finding a domain name that’s easy to
type is critical to online success. If you
use slang (u instead of you) or words
with multiple spellings (express vs.
xpress), it might be harder for
customers to find your site.

Related: Avoid these stinky domain
naming mistakes




2. Keep it short

If your domain name is long and complex, you risk customers mistyping or
misspelling it. Short and simple is the way to go.

Related: Need an online name for your business? Check out these domain name
examples.

3. Use keywords

Try using keywords that describe your business and the services you offer. For
example, if you're a glass replacement business, you may want to register
GlassRepair.com or GlassReplacement.com.

Include the keywords that people enter when
searching for your products or services.

It helps improve your rank on search engines (which increases traffic) and just
makes more sense to your customers.

Related: Domain SEQ — Can including keywords in a domain name improve
search ranking?

4. Target your area

If your business is local, consider
including your city or state in your
domain name to make it easy for local
customers to find and remember.
Example: PhoenixGlassRepair.com.

Editor’s note: From .boston to
.vegas, you're likely to find a
geographic domain extension that

suits your business.



5. Avoid numbers and hyphens

Numbers and hyphens are often misunderstood — people who hear your website
address don’t know if you’re using a numeral (5) or it’s spelled out (five) or they
misplace or forget the dash. If you need these in your domain, register the different
variations to be safe.

Related: Why getting a domain name is a startup essential — and how to do it right

6. Be memorable

There are millions of registered domain nhames, so having a domain that’s catchy
and memorable is essential. Once you’ve come up with a name, share it with close
friends to make sure it sounds appealing and makes sense to others.

Quick solution: Got a great idea for a domain? Register your name today and put
a website out there before someone else beats you to it.

/. Research it

Make sure the name you’ve selected isn’t trademarked, copyrighted or being used
by another company. It could result in a huge legal mess that could cost you a
fortune, as well as your domain!

Don’t forget to research the value of your
possible domain.

As the largest reseller of aftermarket domain names, GoDaddy has access to
extensive data that we use to analyze millions of historical domain sales. Try out
GoDaddy Domain Appraisals to determine the value of your domain, so your can
name your business with purpose.

8. Use an appropriate domain name extension



Extensions are suffixes, such as .com or .net, at the end of web addresses. These
can have specific uses, so make sure to choose one that works for your business.
The .com domain extension is far and away the most popular, but it can be tough to
get a short and memorable .com domain name because it's been around for so
long.

A bevy of new generic top-level domains — like .photography, .nyc and .guru —
offer a great opportunity to register short and highly relevant names. And here are
some other top extensions and how they’re often used:

e .Cco : an abbreviation for company, commerce, and community.

e .info : informational sites.

e .net: technical, Internet infrastructure sites.

e .org : non-commercial organizations and nonprofits.

e .biz : business or commercial use, like e-commerce sites.

e .me : blogs, resumes or personal sites.

Pro tip: You don’t need to build a website for every domain. Just forward any
additional domains to your primary website.

Related: What are the 5 most common domain extensions?

9. Protect and build your brand

To protect your brand, you should purchase various domain extensions, as well as
misspelled versions of your domain name. This prevents competitors from
registering other versions and ensures your customers are directed to your website,
even if they mistype it.

Related: Using multiple custom domains to control your online identity

10. Act fast

Domain names sell quickly. Thankfully, many domain names are also inexpensive,
so register your favorite domain names as soon as possible. If you're having trouble
finding an available name, domain registrars like GoDaddy will suggest alternate
names during your domain search to help you find the perfect domain name.
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8 Smart Tips For Choosing A Winning
Domain Name

Denis Pinsky
Forbes Staff

eCommerce, Web Analytics, Web Visibility, Website Optimization, SEO

[T T ]

Choose domain name that wins. HTTP/WEBFIA.COM/DOMAIN/

Forbes « Webfia » LinkedIn

Updated: Perfecting Your Domain Name

Many business owners mistakenly think of a domain name as just an address for their

website. But as Rand Fishkin over at Moz recently explained, it’s so much more than that.

Consequently, there are a number of factors you should seriously consider when
brainstorming domain name ideas. Below, we give you a quick rundown of 8 tips for

selecting a great domain name. You’'ll be able to nail one that’s smart and effective by



sticking to these ssimple guidelines.

1. Be brandable

Your domain name is the face of your company—in the form of a URL. Therefore, you
should make sure it actually sounds like a brand.

So, how do you do that? With simplicity, novelty, and memorability. Avoid inserting
hyphens, numbers, or anything else that makes it sound unnatural and complicated. A
great example is Pepsi.com. That domain name is leagues beyond inferior options like
“Pepsi-cola.com” or “Pepsi-2-drink.com”.

2. Makeit pronounceable

This tip is closely related to our first bit of advice. Even though users aren’t likely to be
saying your domain name out loud, pronounceability is still important. Thisis because of
something called processing fluency: the ease with which our brains can process
information. Names that don’t require a person to think too hard are usualy the easiest to
remember, and also more likely to inspire positive associations.

“If you have to spell it over the phone, you've lost.” says Jason Calacanis, the serial
entrepreneur and angel investor behind tech giants like Uber, the Launch Festival, and
ThisWeek in Startups.

When people routinely misspell your domain name because it’s too hard to figure out, all
of that potential traffic is lost. Most people will give up searching for your brand’s site
quickly; they don’'t have the time or desire to try multiple Google searches of possible
spellings.

The lesson here is simple: make it easy for your customers to find you!

3. Keep it short, but not too short

Shortness can help keep a domain name simple and memorable, but going too short can
have the opposite effect. Compare “ PastaScience.com” to “PastaSci.com”. Thanksto the
abbreviation, the latter is harder to both pronounce and remember, despite it having fewer

characters. The first version works fine.

The key here isto strike a balance. Go for something brief, but don’t mangle your name
by hacking off whole parts of words.

In the pursuit of brevity, many consider using an acronym for their domain name. But
that's usually only wiseif your brand or product is regularly referred to by the initials.
For example, the World Wildlife Fund’s website can be found at WWF.org. That's



perfect for them, since their charity iswidely known and referred to as simply “WWF”".

4. Go after .com

When it comes to extensions, being unique isn’t always better. While new extensions like
“.me” or “.pro” may feel hip and eye-catching, “.com” is still the easiest to remember and
most often used. In fact, % of all websites use a*“.com” extension.

If you can’'t get the*.com”, go with other well-known extensions like “.co” or “.net” or
“.org”. Then plan on acquiring the .com in the future. Of course, you'll need to check
who owns the .com first. If a big brand already owns your preferred .com, you won’t be

able to afford to buy it from them down the road. Unless you make mega bucks.

But what about those country-specific extensions, such as “.nl” for the Netherlands, or
“.de” for Germany? These are perfectly fine if you’re not planning to do business outside
the country you select. For instance, the .ca extension is great for a Canadian company
operating solely in Canada.

5. Avoid trademark infringement & confusion

The ideal domain name is distinctive. It shouldn’t be easily confused with the name of
another site or brand. After all, you don’t want any lawsuits on your hands. If your
domain name infringes on a trademark, you could be sued and forced to give up the
domain. Before you register your domain name, you can check to seeiif it violates any US
trademarks here.

On arelated note: if people can confuse your name with another brand, so can search
engines. Picking a name that’s too similar to another business can lead to your name's
search engine results being littered with irrelevant links.

6. Makeit instantly intuitive

Theideal domain name should give users a good idea of what your businessis all about.
For instance, Rand Fishkin uses “ PastaPerfected.com” as an example of an intuitive
domain name for asite all about pasta. Right off the bat, a potential customer can make a
good guess as to what they’ll find at that site (perfect pasta!). Your domain name should
have the same effect.

Additionally, instant intuitiveness gives bonus points for memorability. When people can
grasp your site’'s concept just from the domain name, you can bet that it's going to stick
in their minds.

7. Use keywords sensibly




It's true that having some keywords in your domain name can help. However, you
shouldn’t bend over backwards to include exact match phrases. Doing so can actually
hurt your brand.

Google caught on to this spammy tactic, so an exact match keyword domain isn’t much
of aranking factor anymore. Besides, many users have developed the impression that
such sites are spammy and low-quality. Which men’s athletic shoe domain do you think
sounds more professional and trustworthy: SportsDirect.com, or

BuyM ensSportShoes.com?

Our advice: avoid using generic keywords and phrases exclusively. Not only are they
hard to remember, but domain names based solely on generic keyword strings don’t carry
the same SEO benefit they used to.

8. Append or modify if necessary

Tried all the tips above, but ended up with adomain name that’s unavailable? If you have
your heart set on a domain name, you can append or modify it alittle to make it unique
for registration.

You can add a prefix or suffix, as was done in Rand’s examples of “ThePastaTerra.com”
or “PastaTerraShop.com”. You also have alittle wiggle room on tip #4: go ahead and use
a different extension, so long as it doesn’t conflict with the other tips and works for your

brand and audience. This might look something like “ Terra.Pasta’.

We hope that these 8 tips help you zone in on the most effective domain name for your
site. If you're currently juggling a few domain name ideas, fedl free to share them in the
comments. We'd love to hear what you' re considering, and can help your business
establish athriving web presence. We offer services like website design and search
marketing, al engineered to give you aleg up on the competition.

Denis Pinsky isa Director of Digital Marketing and Analytics at Forbes. For the past 15
years, he's been using industry-leading practices to assist companies implement masterful
solutionsin all aspects of internet marketing and e-commerce. Wth a team of industry
veterans and an arsenal of the cutting-edge technologies, Denis founded Webfia Inc to
provide scalable and sustainable solutions in the areas of eCommerce, Web Analytics,
Web Visibility, Website Optimization, and SEO.

Connect With Denis on Facebook, Linkedln, Twitter
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Webmaster Central Blog

Official news on crawling and indexing sites for the Google index

Google's handling of new top level domains
Tuesday, July 21, 2015

With the coming of many new generic top level domains (gTLDs), we'd like to
give some insight into how these are handled in Google's search. We've heard
and seen questions and misconceptions about the way we treat new top level

domains (TLDs), like .guru, .how, or any of the .BRAND gTLDs, for example:

Q: How will new gTLDs affect search? Is Google changing the search

algorithm to favor these TLDs? How important are they really in search?

A: Overall, our systems treat new gTLDs like other gTLDs (like .com & .org).

Keywords in a TLD do not give any advantage or disadvantage in search.

Q: What about IDN TLDs such as .#*A,7? Can Googlebot crawl and index

them, so that they can be used in search?

1
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A: Yes. These TLDs can be used the same as other TLDs (it's easy to check
with a query like [site:d+As74]). Google treats the Punycode version of a
hostname as being equivalent to the unencoded version, so you don't need to
redirect or canonicalize them separately. For the rest of the URL, remember to
use UTF-8 for the path & query-string in the URL, when using non-ASCI|

characters.

Q: Will a .BRAND TLD be given any more or less weight than

a.com?

A: No. Those TLDs will be treated the same as a other gTLDs. They will require
the same geotargeting settings and configuration, and they won’t have more

weight or influence in the way we crawl, index, or rank URLSs.

Q: How are the new region or city TLDs (like .london or .bayern)

handled?

A: Even if they look region-specific, we will treat them as gTLDs. This is
consistent with our handling of regional TLDs like .eu and .asia. There may be
exceptions at some point down the line, as we see how they're used in
practice. See our help center for more information on multi-regional and

multilingual sites, and set geotargeting in Search Console where relevant.

Q: What about real ccTLDs (country code top-level domains) : will Google
favor ccTLDs (like .uk, .ae, etc.) as a local domain for people searching in

those countries?

2
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A: By default, most ccTLDs (with exceptions) result in Google using these to
geotarget the website; it tells us that the website is probably more relevant in
the appropriate country. Again, see our help center for more information on

multi-regional and multilingual sites.

Q: Will Google support my SEO efforts to move my domain from .com to a
new TLD? How do | move my website without losing any search ranking or

history?

A: We have extensive site move documentation in our Help Center. We treat
these moves the same as any other site move. That said, domain changes can
take time to be processed for search (and outside of search, users expect
email addresses to remain valid over a longer period of time), so it's generally

best to choose a domain that will fit your long-term needs.

We hope this gives you more information on how the new top level domains
are handled. If you have any more questions, feel free to drop them here, or

ask in our help forums.

Posted by John Mueller, Webmaster Trends Analyst

Labels: geotargeting, TLDs , webmaster guidelines

3
https://webmasters.googleblog.com/2015/07/googles-handling-of-new-top-level.html 3/15/2019
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CENTRstats Global TLD Report is CENTR’s quarterly publication covering status and
trends in global top-level domains with a focus on European ccTLDs (country code
top-level domains).

CENTR is the association of European country code top-level domain (ccTLD)
registries, such as .de for Germany or .si for Slovenia. CENTR currently counts 55
full and 9 associate members — together, they are responsible for over 80% of all
registered country code domain names worldwide. The objectives of CENTR are to
promote and participate in the development of high standards and best practices

among ccTLD registries.

CENTRstats
Global TLD Report

Q3 2018 - Edition 25

CENTR vzw/asbl - ContactinformationRedacted
- www.centr.org
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Global Market

The global TLD market is estimated at
344 million domains. The median
growth of total domains over the past
12 months was 5.7%, which represents
a small decrease compared to 12

months prior.

ccTLDs make up 44% of the global
domain market, most of which comes
from the European market. In
percentage terms, ccTLDs in Africa have
grown the highest over the past 12
months, although from a relatively small
base. ccTLDs in Asia and the Americas
have slowed down, particularly among
Latin American and Caribbean ccTLDs
where median growth was 1.4% YOY at

October 2018.

Overall, domains under the new gTLDs
total some 22.5 million —up 11% from 1
year prior. While many new gTLDs are
growing well, roughly one third of the
top 300 have contracted over the year.
Larger legacy gTLDs such as .net, .org
and .info have also seen declines, while
.com has been increasing its growth
rates. New entrant .app exploded into
the market in the middle of year and

has around 320K domains so far.

s the interactive report |:17I

GLOBAL MARKET OVERVIEW | Oct 2018
Estimate market: 344.2M domains (1501 TLDs)

Domains Median*
(est. million)  Growth (1Y)

ccTLDs Africa (58) 3.4 6.2%
Americas (53) 13.9 1.4%
Asia (98) 63.3 2.9%
Europe (57) 71.7 2.7%
gTLDs (1,232) 191.9 7.1%
344.2 5.7%
* based on available data of TLDs with over 1000 domains.
Excludes TLDs that do not publish or share data and brand TLDs
MARKET SHARE
By total domains | Oct 2018
GLOBAL EUROPE*
| \‘ \\
44%
58%
B ccTLDs .net B Other gTLDs
B com ® org
Top 15 LARGEST TLDS*
Ordered by total domains | Oct 2018
Domains Growth 1Y
1 .com - 135.9M 5.1%
2 .de Germany 16.2M 0.3
3 .net - 13.9M -6.1%
4 -uk United Kingdom 11.9M 9.8%
5 .org . 10.3M -0.5%
6 .nl Netherlands 5.8M 0.8%
7 .info - 5.0M 17.6%
8 .ru Russian Federation 5.1M -7.4%
9 .br Brazil 4.0M 1.7%
10 .eu European Union 3.7M -1.4%
11 fr France 3.3M 4.7%
12 .au Australia 3.2M 0.9%
13 it Italy 3.1M 2.6%
14 «ca Canada 2.8M 5.2%
15 .top - 3.2M 49.1%

* Excludes TLDs that do not publish or share data
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European ccllLDs

For many European ccTLDs, 2018 has
been focused around GDPR. This has no
doubt left some with less marketing
resources, but despite this, registrations
have continued with relative stability.
Although the long term growth average
continues to decling, it is doing so at a
much reduced rate. At the end of the
third quarter however, the median
growth hit a new low of 2.7% (1.5% for
the top 10 largest ccTLDs). Driving this
decline was a sharp slow down in rates
of new adds between March and August
2018, particularly among some of the
larger ccTLDs. This was aggrevated by
deletes which did not reduce at the
same level. Despite this, the average
renewal rate remained strong at a
median of 84% (slighly lower at 81%
among the top 10 largest ccTLDs).

Across Europe, the average local market
share to ccTLDs is estimated at 58% for
registrations and 37% for local web
traffic*. In both cases, the figures are
higher when filtered to central and

eastern European countries.

&

rom Alexa. he top 500
per million, gg to the TLD.

Key figures | Medians

Calculated on 46 European ccTLDs -

Oct 2018

Growth (1 year) 2.7%
Renewal Rate 84.1%
Add ratio 18.8%
Delete ratio 14.5%

Add/delete ratios are annualised. See last page for methodology

Domain growth

Median 1Y net growth in
total domains

Source: CENTR

Jan 18

Adds/deletes
Median add/delete ratio
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Source: CENTR
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Domain growth (1Y)

Top 15* ordered by total domains | Oct 2018

I

.
eu N
I it
I
pl
I <=
I ch
I =S
Bl be
I -
dk W
B ct
. i i
0% 5% 10%
onally added to the above European focused chart, given its status
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Global gTLDs

gTLDs across all categories are
estimated at 191 million globally and
had a median growth of 9.7% over the
past 12 months (top 300). This growth is
expected to be forced downwards due
to increases in both the average
deletion rate (see right) as well as

declines in average renewal rates.

Growth rates in .com have been steadily
increasing for over a year. The increase
appears to have been driven by a
noticeable upwards trend in average
renewals (reflected in a higher renewal
rate) as well as a modest incline in the
rate of new adds. .com’s growth in the
past 12 months was 5.1% - this
compares to a benchmark of 4.3% over
the top 10 largest gTLDs. These figures
may be interesting to follow given the
recent NTIA contract amendment
repealing price controls on the .com
wholesale price!. A wholesale price
increase in .com may have the potential
to impact the massive secondary market
of domain speculation and warehousing
of .com for some registrars. This,
coupled with the increasing awareness
of new gTLDs may result in a changing

gTLD landscape in the future.

i

a-statement-

Key figures | Medians

Calcaulated on top 300 gTLDs - Oct 2018

Growth (1 year) 9.7%
Renewal Rate 62.5%
Add ratio 38.2%
Delete ratio 23.8%

Brand TLDs excluded. Renew/add/delete ratios have 3 - 4 month lag and are annualised

See last page for methodologv

Domain growth

Median 1Y net growth in
total domains

Adds/deletes
Median add/delete ratio

vl

Domain growth (1Y)
Top 15 largest gTLDs | Oct 2018
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SOURCES AND METHODOLOGIES

ccTLD registrations: CENTR member registries (European ccTLDs) and co-operation with APTLD (Asia Pacific region ccTLDs) and LACTLD (South
America and Caribbean ccTLDs). Other ccTLDs supplemented by data from Zooknic. When data on a ccTLD is not reliable, meaning it is not
updated from quarter to quarter, it is not included in growth calculations within this report.

gTLD registrations: ICANN (CZDS) and direct zone downloads with TLD operators.

Parking statistics (on new gTLDs only): https://ntldstats.com/parking/tld. Percentages expressed (parked domains as a proportion of total
domains) are based on the total domain counts ntldstats.com provides.

European country market share: geographic distribution of domain location (registrant) sourced from CENTR member registries (ccTLDs) and
Zooknic (gTLDs). Market share averages at country level include domains registered from foreign European ccTLDs.

RATIOS USED IN THIS REPORT

The following are calculations for ratios used in this report. These ratios are calculated by CENTR on a monthly basis.

Add ratio: total adds over previous 12 months / total domains (current).

Delete ratio: total deletes over the previous 12 months / total domains (current)

Renewal rate: renews / (renews + deletes).

Park ratio: based on definition of parked domains at https://ntldstats.com/parking/tld as a proportion of total domains

Note that renewal, add and delete ratios for gTLDs have a 4-5-month lag in data. In most cases, total domains counts are recorded at the
beginning of each month.

Exclusions in data — Some calculations in this report exclude TLDs with limited or unreliable data.

TERMS

ccTLD — a Country Code Top-Level Domain (ccTLD) is a two-character top-level domain used and reserved for a country or independent territory.
Examples include .uk for the United Kingdom or .de for Germany.

gTLD — a Generic Top-Level Domain (gTLD) is a 3-or-more-character string. Examples include .com, .org .club, .london

IDN — An Internationalised Domain Name is a domain that contains at least one label that is displayed in software applications, in whole orin
part, in a language-specific script or alphabet, such as Arabic, Chinese, Cyrillic, Tamil, Hebrew or the Latin alphabet-based characters with
diacritics or ligatures, such as French (source: Wikipedia). A ccTLD IDN is an IDN at the top level —e.g., the ccTLD IDN for the Russian Federation
is .P®, which is the Cyrillic script version of .ru.

Registrant — The individual or organisation that registers a specific domain name. A registrant holds the right to use that domain name for a
specified period of time.

Registry — An internet domain name registry receives domain name information into a centralised database and transmits the information in
internet zone files so that domain names can be found by users around the world via the web and email.

Market Share — TLD market share in European countries is calculated by using the locally registered domains under each TLD group (ccTLD, new
gTLD, legacy gTLD) in over 30 European countries measured as a percentage of their sum (source: CENTR and ZookNic). Market share averages
are calculated quarterly.

CENTR would like to thank the Regional Organisations (LACTLD, APTLD and AfTLD) for their continued support in the development of statistical
reporting for the global ccTLD community. ccTLD data sourced by CENTR comes via direct automated communication with CENTR ccTLD
members, CENTR surveys and other ongoing data collection.

ABOUT CENTR
CENTR is the association of European country code top-level domain (ccTLD) registries, such as .de for Germany or .si for Slovenia. CENTR
currently counts 54 full and 9 associate members — together, they are responsible for over 80% of all registered domain names worldwide. The

objectives of CENTR are to promote and participate in the development of high standards and best practices among ccTLD registries.

For any questions on this report, please contact Contact Information Redacted

% % %k %k k
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THE VERISIGN DOMAIN REPORT
AS A GLOBAL LEADER IN DOMAIN NAMES AND INTERNET SECURITY, VERISIGN
REVIEWS THE STATE OF THE DOMAIN NAME INDUSTRY THROUGH A VARIETY
OF STATISTICAL AND ANALYTICAL RESEARCH. VERISIGN PROVIDES THIS
BRIEFING TO HIGHLIGHT IMPORTANT TRENDS IN DOMAIN NAME
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The fourth quarter of 2016 closed with approximately 329.3 million domain name registrations The average sale price for
across all top-level domains (TLDs), an increase of approximately 2.3 million domain name the 8 .com domain names
registrations, or 0.7 percent over the third quarter of 2016.2 Domain name registrations have grown ~ reported by DN Journal as
by 21.0 million, or 6.8 percent, year over year.'2 sold in the aftermarket in

Q4 20164

Total country-code TLD (ccTLD) domain name registrations were approximately 142.7 million, a 1.8
percent increase over the third quarter of 2016, and a 3.1 percent increase year over year.'?

The .com and .net TLDs had a combined total of approximately 142.2 million domain name
registrations in the domain name base? in the fourth quarter of 2016. This represents a 1.7 percent
increase year over year. As of Dec. 31, 2016, the .com domain name base totaled 126.9 million
domain name registrations, while the .net domain name base totaled 15.3 million domain name
registrations.

New .com and .net domain name registrations totaled 8.8 million during the fourth quarter of 2016. In
the fourth quarter of 2015, new .com and .net domain name registrations totaled 12.2 million.

Growth of .com and .net
domain names redirecting to
popular global social media
and e-commerce sites
compared to Q4 20155

Source: Zooknic, Q4 2016; Verisign, Q4 2016; Centralized Zone Data Service, Q4 2016

.com

cn (CHINA)

k  (TOKELAU)

de (GERMANY)

net

.k (UNITED KINGDOM)
.org

.ru  (RUSSIAN FEDERATION)
xyz

.l (NETHERLANDS)

MILLIONS

As of Dec. 31, 2016, the largest TLDs were .com, .cn, .tk, .de, .net, .uk, .org, .ru, xyz and .nl.!

1. tkis a ccTLD that is provided for free to individuals and businesses worldwide (http://www.businesswire.com/news/home/20131216008048/en/Freenom-Closes-3M-
Series-Funding#.UxeUGNJDvAs) The zone size for tk was last estimated by Zooknic in Q4 2014 and this zone size was subsequently used in the Q4 2014 through Q2 2016
DNIBs. In Q3 2016, Zooknic reported a significant decline in the .tk zone and restated the estimated zone size of tk for each quarter from Q4 2014 through Q3 2016 using a
proprietary methodology. As a result, for comga!at'rve purposes of this DNIB to the O3 2016 DNIB and the Q4 2015 DNIB, Verisign has applied an updated estimate of the total
é%l;sssiz{e%(:éﬂss allll TLDs for Q3 2016 of 327.0 million and Q4 2015 of 307.7 million and an updated estimate of the total ccTLD zone size for O3 2016 of 140.1 million and Q4

o million.

2.The generic top-level domain (gTLD) and ccTLD data cited in this brief includes ccTLD Intemationalized Domain Names, is an estimate as of the ime this brief was developed, and
is subject to change as more complete data is received.

3.The domain name base is the active zone plus the number of domain names that are registered but not configured for use in the respective Top-Level Domain zone file plus the
number of domain names that are in a client or server hold status.

4. Source: DN Journal (accessed Jan. 20, 2017) hitp//www.dnjoumal.com/ytd-sales-charts.htm.
6. Source: VeriSign, Inc. data.
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Largest ccTLDs by Number of Reported Domain Names

Source: Zooknic, Q4 2016
For further information on the Domain Name Industry Brief methodology, please refer to the last page of this brief.

Total ccTLD domain name registrations were approximately 142.7 million in the fourth quarter of 2016, with an
increase of 2.6 million domain name registrations, or a 1.8 percent increase compared to the third quarter of 2016.'2
ccTLDs increased by approximately 4.3 million domain name registrations, or 3.1 percent, year over year."? Without
including .tk, ccTLD domain name registrations increased approximately 2.1 million in the fourth quarter of 2016,

a 1.7 percent increase compared to the third quarter of 2016 and ccTLDs increased by approximately 8.0 million
domain name registrations, or 6.9 percent, year over year.

— K
al br U au it
(CHINA) (TOKELAL) (GERMANY) (UNTED KNGDOM) | (RUSSIAN FEDERATION) (NETHERLANDS) (BRAZIL) (ELIROPEAN UNION) (AUSTRALW) (TALY)
1 2 3 4 5 b 1 8 9 10

The top 10 ccTLDs, as of Dec. 31, 2016, were .cn (China), .tk (Tokelau), .de (Germany), .uk (United Kingdom), .ru
(Russian Federation), .nl (Netherlands), .br (Brazil), .eu (European Union), .au (Australia) and .it (Italy)."?

As of Dec. 31, 2016, there were 293 global ccTLD extensions delegated in the root, including Internationalized
Domain Names (IDNs), with the top 10 ccTLDs composing 64.7 percent of all ccTLD domain name registrations.'?

TOP 10 TRENDING KEYWORDS IN .COM AND .NET
IN Q4 2016

This chart represents the top 10 trending keywords registered in
English in .com and .net domain name registrations for the fourth
quarter of 2016 and reflects the keywords in .com and .net domain
name registrations with the highest percentage of registration
growth relative to the preceding quarter.
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New gTLDs as Percentage of Total TLDs

Source: Centralized Zone Data Service, Q4 2016 and Zooknic, Q4 2016

As of Dec. 31, 2016, new gTLDs (ngTLD) totaled 25.6 million domain name registrations, which represents 7.8 percent
of total domain name registrations. The top 10 ngTLDs represented 63.5 percent of all ngTLD domain name registrations.
The following charts show ngTLD domain name registrations as a percentage of overall TLD domain name registrations,
and also the top 10 ngTLDs as a percentage of all ngTLD domain name registrations for the fourth quarter of 2016.

Total TLDs less Total ngTLDs  Total ngTLDs
s Hth ngTLDs

xyz (23.6%) . sitp (23%)
@ w0 . oniing (21%)
in (44%) . xip 0%)
wang 3.4%) Othor (36.5%)

@ imem

@ :uem

".i.:‘nun. N @ siem

N T

Geographical New gTLDs as Percentage of Total Corresponding Geographical gTLDs

Source: Centralized Zone Data Service, Q4 2016 and Zooknic, Q4 2016

As of Dec. 31, 2016, there were 37 ngTLDs delegated that have a geographical focus and more than 1,000 domain
name registrations since entering general availability (GA). The chart on the left below summarizes the domain
name registrations as of Dec. 31, 2016 for the listed geographical ngTLDs and the corresponding ccTLDs within
the same geographic region. In addition, the chart on the right highlights the top 10 geographical ngTLDs as a
percentage of the total geographical ngTLDs.

ccTLDs ngTLDs

99.1% 0.9%
28 nilio 078

me(26%) @) ool (02%)
@ win(03i) @ mosow GT%)
Jonion (03%) @)t (35%)
tokyo (B6%) Other (33.0%)
bayorn (5.4%)

.amstardam (4.4%)
paris
TOSCoN

Jhamburg (4.3'1)

bamberg  ystordary DO

DNS QUERY LOAD

During the fourth quarter of 20186, Verisign's average daily Domain Name System (DNS) query load was approximately
143 billion queries per day across all TLDs operated by Verisign, with a peak of approximately 398 billion queries.
Quarter over quarter, the daily average query load increased 11.4 percent and the peak increased by 122.5 percent. Year
over year, the daily average query load increased by 16.0 percent, and the peak increased by 105.1 percent.
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LEARN MORE

To subscribe or access the archives for the Domain Name
Industry Brief, please go to Verisign.com/DNIBArchives. Email
your comments or questions to Contact Information Redacted

ABOUT VERISIGN

Verisign, a global leader in domain names and internet security,
enables internet navigation for many of the world’s most
recognized domain names and provides protection for websites
and enterprises around the world. Verisign ensures the security,
stability and resiliency of key internet infrastructure and services,
including the .com and .net domains and two of the internet's
root servers, as well as performs the root-zone maintainer
function for the core of the internet's Domain Name System
(DNS). Verisign's Security Services include intelligence-driven
Distributed Denial of Service Protection, iDefense Security
Intelligence and Managed DNS. To learn more about what it
means to be Powered by Verisign, please visit Verisign.com.

Verisign.com

@ VERISIGN’

METHODOLOGY

The data presented in this brief for ccTLDs, including
quarter-over-quarter and year-over-year metrics, reflects

the information available to Verisign at the time of this brief
and may incorporate changes and adjustments to previously
reported periods based on additional information received since
the date of such prior reports, so as to more accurately reflect
the growth rate of domain name registrations of the ccTLDs. In
addition, the data available for this brief may not include data
for all of the 293 ccTLD extensions that are delegated to the
root, and includes only the data available at the time of the
preparation of this brief.

For gTLD and ccTLD data cited with Zooknic as a source, the
Zooknic analysis uses a comparison of domain name root zone
file changes supplemented with Whois data on a statistical
sample of domain names, which lists the registrar responsible
for a particular domain name, and the location of the registrant.
The data has a margin of error based on the sample size and
market size. The ccTLD data is based on analysis of root zone
files. For more information, see ZookNIC.com.

© 2017 VeriSign, Inc. All rights reserved. VERISIGN, the VERISIGN logo, and other trademarks, service marks, and designs are registered or unregistered
trademarks of VeriSign, Inc. and its subsidiaries in the United States and in foreign countries. All other trademarks are property of their respective owners.

Verisign Public
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DomainWire

Edition13 - Q3 2015

Global TLD
Stat Report

DomainWire Stat Report is CENTR’s quarterly publication covering status and trends in global top-level domains with a focus on

European ccTLDs (country code top-level domains). A ccTLD is a two-letter domain name extension such as .de (Germany), .es (Spain)

or .cz (Czech Republic).

CENTR is the association of European country code top-level domain (ccTLD) registries, such as .de for Germany or .si for Slovenia.

CENTR currently counts 52 full and 9 associate members — together, they are responsible for over 80% of all registered country code

domain names worldwide. The objectives of CENTR are to promote and participate in the development of high standards and best

practices among ccTLD registries.

@ Council of European National Top level Domain Registries - www.centr.org



ccTLD and gTLD Worldwide Status and Growth

Global Market Share in -I-Op Level DomOinS
M ccTLD M legacy gTLDs

W new gTLDs . . .
There are now over one thousand Top Level Domains available with

combined registrations at 298.4 million — fast approaching the 300
million mark. Combined growth over the third quarter 2015 was 1.6%
which in terms of absolute values was fairly evenly split between the
ccTLDs, new gTLDs and legacy gTLDs.

Generally market share is split between ccTLDs and legacy gTLDs
however the share of the new gTLDs has grown from as estimate 2.2%
in Q2 to almost 3% at the end of Q3 2015. Despite the increase,
anecdotal reports suggest usage and awareness of new gTLDs remains
relatively low for the moment.

REGISTRATIONS GROWTH Q3/2015
(million) COMBINED MEDIAN

ccTLD 1359 1.0% 1.2%

ccTLD IDN 13 1.3% -0.5%

Legacy gTLD 153.5 0.9% -0.9%

New gTLD 7.7 28.7% 10.0%
Total 298.4 1.6%

Legacy gTLDs = biz, com, info, mobi, net, org, aero, asia, cat, jobs, museum, name, post, pro, tel, travel.
Q2 2015 Q3 2015 New gTLDs figures/growth can vary depending on the way zone files are calculated
Market share chart: ccTLDs include ccTLD IDNs. Legacy gTLDs include sTLDs (some have 4 month data lag)

Top 20 largest country code domains

Tokelau (.TK)*
Germany (.DE)

China (.CN) 12.5

United Kingdom (.UK)
Netherlands (.NL)

Russian Federation (.RU)

European Union (.EU)
Brazil (.BR) 7

Australia (.AU)
France (.FR)

| | | " '
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Italy (.IT)
Poland (.PL) 2.6
Canada (.CA)
Switzerland (.CH) HIGHEST GROWTH CCTLDS (Q3/2015)
Colombia (.CO) China (:n) e
Spain (.ES
Ipa:;'n (( IN; Brazil (.br) 1.68%
naia (.
United States (.US) Poland (.pl) 1.67%
nite ates (.
: : .
Belgium (.BE) Russian Federation (.ru) 1.08%
i )
Japan (JP) Australia (.au) 0.86%

Scale: Millions * .tk (Tokelau) run by Freenom and offers free domains at global level. It’s

Source: ZookNIC, CENTR (SEP 2015) considered a fundamentally different business model than most other ccTLDs.



European ccllLDs
Q3/2015 Status & Trends

European ccTLDs closed the third quarter 2015
with just under 68 million combined domains
under management — a net growth of around
344K registrations (0.5%).

European ccTLDs Snapshot

Est. ccTLD domains (Europe): 67.7 million
Combined Growth — Q2, 2015: 344K (0.5%)
Median Retention (renewals) Rate* (2014): 84.3%

Largest Zone: .de (Germany) 15.9 million

Highest DNSSEC signed:

.no (Norway) 55% signed

The chart (right) shows a longer term trend of = 69 Combined European ccTLDs 0.7%
@ .
combined ccTLDs in Europe as well as the 29 European ccTLDs Median
) . = 68 ====.com 0.6%
median growth rates. There is a long term =
decline in the growth rates among ccTLDs most 67 0.5%
of which is due to declines in the rates of new
0,
domains being added. Retained (renewed) 66 0-4%
domains however are relatively stable over the 65 0.3%
past few years. The average renewal rate is
around 85%. 63 0.2%
63 0.1%
European ccTLDs are turning their attention EREERS
increased data analysis/sharing, branding, 62 0.0%
awareness and other factors to ensure they R Jan-14 Sl I el
continue their business remains strong and
Growth Lines: 6 month moving averages are used to smooth the line
competitive in the changing TLD landscape. Data Source: CENTR, ICANN (gTLDs)
Top 5: Registration Growth (Q3/2015) The chart (left) shows the top 5 highest
European ccTLD percentage growth over the
4.0% most recent quarter. The ccTLD .by for Belarus
3.5% . - ’
° 2.9% 2.8% achieved the highest growth of 4.0%. It's
. 2.5% =
worth noting that .pt (Portugal) has been
within this top 5 list for over a year.
Over the past 12 months, the highest growth
.by (Belarus) .ro (Romania) .am (Armenia) .pt(Portugal) .P® (Russian ccTLD from the European region was .ro
IDN ccTLD) (Romania) with just under 10% net growth.

Source: CENTR

Median Couniry TLD Market Share

Local ccTLD

Source: CENTR

0% 50%

100%

The chart (left) shows estimate breakdown of
TLDs by domain holder among European
countries. Most countries are weighted in
favour of their local ccTLD (around 61%). New
gTLDs are entering the market and although

their impact is still small, it is increasing.

Note: CENTR is in the process of refining
market share data for its members. Future

publications will include this refinement.



Legacy gTLDs
Q3/2015 Status & Trends

Combined domains in legacy gTLDs is currently
around 153.5 million and has grown around 1%
over Q3, 2015. This figures is largely weighted to
.com which represents roughly 80% of all legacy
gTLDs.

The chart (right) shows the 3 year evolution of the
3 largest legacy gTLDs. The chart highlights that
despite the size of the .com zone, it is still growing

on average at a higher rate than its peers.

It is important to remember that like all top level
domains, volume is just one aspect of how one
could assess the impact and trends. Another
important factor is how the domains in each TLD
are being used (eg. websites, email etc). This will
registry
operators as new gTLDs increase the competition.

become increasingly important for

New gTLDs
Q3/2015 Status & Trends

New gTLDs combined domains have grown around
30% over Q3, 2015 and are slowly beginning to show

signs of market penetration (see previous page).

Although many new gTLDs will not focus on volume
growth, a significant number will (including most in
the top 10 list to the right). The median monthly
growth over all new gTLDs (below) shows a steady
stabilisation of growth particularly over Q3, 2015.

15%
Median New gTLD
Monthly growth
10%
5%
0% Source: CENTR.
(1]
Oct-14 Jan-15 Apr-15 Jul-15 Oct-15

Domains

(million)

.com 120.0

.net 15.1

.org 10.6

.info 5.2

.biz 2.2
0.6%

.com .net
0.5%
0.4%
0.3%
0.2%
0.1%
0.0%
-0.1%
Source: CENTR.
-0.2%
Sep-12 Sep-13 Sep-14

Growth
(Q3/2015)

1.3%
0.4%
0.5%
-1.0%
-3.7%

.org

Sep-15

Chart includes top 3 largest legacy gTLDs
6 month moving averages used to smooth the lines. Data Source: ICANN

Domains

Xyz 965,056
top 538,005
Pk 366,815
science 324,890
wang 270,988
club 269,504
party 207,135
link 154,965
click 153,799
win 122,659
all other 4,278,278
Combined new

7,652,094

gTLDs

Growth
(Q3/2015)
20%
227%
-4%

1%

43%

7%

5%

21%
99%

NA

Category

Lifestyle
Lifestyle
Technology
Education
Technology
Lifestyle
Lifestyle
Technology
Technology
Technology

Source: CZDAP (ICANN). Data recorded 1 OCT 2015
Chart: 3 month moving averages used to smooth the lines



SOURCES

All data in this report is sourced from the following: CENTR, ZookNic (http://www.zooknic.com/) LACTLD, www.hosterstats.com. CENTR would like
to thank the support of other Regional Organisations (LACTLD, APTLD and AFTLD) for their continued support in the development of statistical
reporting for the global ccTLD community. When sourcing CENTR, data is taken from direct communication and responses received from CENTR
members (ccTLD registry operators) via CENTR surveys and ongoing data collection.

When the term European ccTLDs’ definition is used within this report, it refers to a set of European ccTLDs which are Full Members of CENTR. In
most cases the aggregated values of this group are estimated to represent at least 95% of domain registrations from ccTLDs based in Europe.

GLOSSARY OF TERMS

ccTLD — a Country Code Top Level Domain (ccTLD) is a top level domain used and reserved for a country or dependent territory. Examples include
.uk for the United Kingdom or .de for Germany. Each country appoints a manager of its ccTLD and sets the rules for allocating domains.

gTLD — a Generic Top Level Domain (gTLD) is a top level domain that is open to registrants worldwide in contrast to a Country Code Top Level
Domain that are often restricted to registrants located in a particular country. The more popular gTLDs are .com, .org and .net

ccTLD IDN — an IDN is a domain name that includes characters used in the local representation of languages that are not written with the twenty-
six letters of the basic Latin alphabet (a-z). An IDN can contain Latin letters with diacritical marks, as required by many European languages, or may
consist of characters from non-Latin scripts such as Arabic or Chinese. A ccTLD IDN is an IDN at the top level — eg., the ccTLD IDN for the Russian
Federation is .P® which is the Cyrillic script version of .RF (Russian Federation).

STLD — a Sponsored Top Level Domain (sTLD) is another form of a gTLD overseen by ICANN. An example of a sTLD is .cat for the Catalonia region.
Registrant — The individual or organisation that registers a specific domain name. They hold the right to use that domain name for a specified
period of time (often one year however multi-year registrations are increasingly popular).

Registry — An internet domain name registry receives domain name information into a centralised database and transmits the information in
internet zone files on the internet so that domain names can be found by users around the world via the worldwide web and email.

ABOUT CENTR

CENTR is the association of European country code top-level domain (ccTLD) registries, such as .de for Germany or .si for Slovenia. CENTR currently
counts 52 full and 9 associate members —together, they are responsible for over 80% of all registered country code domain names worldwide. The
objectives of CENTR are to promote and participate in the development of high standards and best practices among ccTLD registries.

For any questions on this report, please contact ContactinformationRedacte

@ Council of European National Top level Domain Registries - www.centr.org
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Domain name registration's statistics

ﬂ, Domain Name Stat (https://domainnamestat.com)

Domain name registration’s statistics

Domain names are the cornerstones of the World Wide Web and if it were not for them, the
internet would never be as we know it today. This website is a tool that collects and analyzes all
changes, key trends and detailed stats with regard to particular domain names.

The overall number of domains registered, by TLD type

Type of TLD

New gTLDs (https://domainnamestat.com/statistics/tldtype/new) ®

Generic TLDs (https://domainnamestat.com/statistics/tldtype/generic) ®

Country TLDs (https://domainnamestat.com/statistics/tldtype/country) ®

All TLDs (https://domainnamestat.com/statistics/tldtype/all)

Domains distribution
By TLD type

https://domainnamestat.com/

Number
of TLDs

1,222

329

1,558

Domains
registered

45,249,53
5

173,752,9
97

121,721,8
32

340,724,3
64

® Newgeneric 13%

Generic

Country

51%

36%

Signed
zones ®

92,061

461,175

2,159,79
0

2,713,02
6

GS-16

Upcoming
deletes ®

3,464,801

5,070,817

1,518,107

10,053,72
5



Domain name registration's statistics

N

Top TLDs distribution ® com  43.14%
By number of registered domains ® et 4.61%
® de 4.12%

® .on 3.85%

.tk 3.50%

.uk 3.36%

® .org 3.23%

® ru 1.99%

.info 1.73%

® Others 30.46%

Domain name registrations, by the country

The map shows the distribution of domain names registered in different countries. A domain
name registrant is an organization or an individual that registers a certain domain name. You
become one on submitting your application for a domain name.

https://domainnamestat.com/



Domain name registration’s statistics

County Y

Unknown
(https://domainnamestat.com/statistics/country
/22)

United States of America
(https://domainnamestat.com/statistics/country
/US)

China
(https://domainnamestat.com/statistics/country
/CN)

Canada
(https://domainnamestat.com/statistics/country
/CA)

Netherlands
(https://domainnamestat.com/statistics/country
/NL)

Panama
(https://domainnamestat.com/statistics/country
/PA)

France
(https://domainnamestat.com/statistics/country
/FR)

Japan
(https://domainnamestat.com/statistics/country
/JP)

Germany
(https://domainnamestat.com/statistics/country
/DE)

https://domainnamestat.com/

Registered domains

113,216,784

92,572,814

25,900,053

15,692,430

9,939,706

8,290,524

7,234,586

6,170,375

5,768,226

Share, %

33.23%

27.17%

7.60%

4.61%

2.92%

2.43%

2.12%

1.81%

1.69%



Domain name registration's statistics

County Y Share, %

United Kingdom
(https://domainnamestat.com/statistics/country 5,340,702 1.57%
/GB)

Show 10 w countries

1T 2 3 4 5 . 26

Domain name registrars, by the number of registered domains

The table breaks down the distribution of all domain names registrations between registrars,
which are companies accredited by the Internet Corporation for Assigned Names and Numbers
(ICANN) to put domain names on sale.

Registrar name Y Registered domains 1 Share, %

GoDaddy.com, LLC (https://domainnamestat.c
om/statistics/registrar/GoDaddy_com_LLC-IA 64,941,680 19.06%
NA_ID-146)

Tucows Domains Inc. (https://domainnamesta
t.com/statistics/registrar/Tucows_Domains_In 11,091,853 3.26%
c_-IANA_ID-69)

NameCheap, Inc. (https://domainnamestat.co
m/statistics/registrar/NameCheap_Inc_-IANA_ 11,073,306 3.25%
ID-1068)

HiChina Zhicheng Technology Limited (https://
domainnamestat.com/statistics/registrar/HiC
hina_Zhicheng_Technology_Limited-IANA_ID-4
20)

Network Solutions, LLC (https://domainnames
tat.com/statistics/registrar/Network_Solutions 7,608,846 2.23%
_LLC-IANA_ID-2)

8,068,337 2.37%

eNom, LLC (https://domainnamestat.com/stat

%
istics/registrar/eNom_LLC-IANA_ID-48) 7:388,530 217
1&1 Internet SE (https://domainnamestat.co
m/statistics/registrar/1_1_Internet_SE-IANA_I 6,751,719 1.98%
D-83)

https://domainnamestat.com/



Domain name registration's statistics

Registrarname Y Share, %

Alibaba Cloud Computing Ltd. (https://domain
namestat.com/statistics/registrar/Alibaba_Clo
ud_Computing_Ltd_d_b_a_HiChina_www_net_c
n_-IANA_ID-1599)

PDR Ltd. (https://domainnamestat.com/statist

ics/registrar/PDR_Ltd_d_b_a_PublicDomainRe 5,732,457 1.68%
gistry_com-IANA_ID-303)

GMO Internet, Inc. d/b/a Onamae.com (http
s://domainnamestat.com/statistics/registrar/
GMO_Internet_Inc_d_b_a_Onamae_com-lIANA_I
D-49)

6,387,149 1.87%

5,453,628 1.60%

Show 10 v registrars

Top registrars distribution

By number of registered domains

® (GoDaddy.com, LLC 19.06%
® Tucows Domains Inc. 3.26%
® NameCheap, Inc. 3.25%
® HiChina Zhicheng 2.37%

Technology Limited
Network Solutions, LLC 2.23%

eNom, LLC 2.17%

¢ 1&1 Internet SE 1.98%

https://domainnamestat.com/



Domain name registration’s statistics

® Alibaba Cloud 1.87%
Computing Ltd.
PDR Ltd. 1.68%

® GMO Internet, Inc. 1.60%
d/b/a Onamae.com

® Qthers 60.53%

https://domainnamestat.com/



Domain name registration’s statistics

Name
Domain Name Stat (https://domainnamestat.com)

Email

Message

Leave message

Domain Name Stat © 2017-2019 N\

(https://domainnamestat.com/blog/feed)

(https://www.domaining.com/)

https://domainnamestat.com/ 3/15/2019
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1. Introduction

16 / JEFFREY ROHLFS

A theory of interdependent demand
for a communications service

Jefirey Rohlfs

Bell Laboratories
Murray Hill, New Jersey

The utility that a subscriber derives from a communications service
increases as others join the system. This is a classic case of external
economies in consumption and has fundamental importance for the
economic analysis of the communications industry. This paper
analyzes the economic theory of this kind of interdependent de-
mand. We begin by defining “equilibrium user set” as a set of
users consistent with all individuals’ (users and nonusers) maximiz-
ing their utilities. There are typically multiple equilibria at any
given price, and which equilibrium is attained depends partly on
the static model, partly on the initial disequilibrium conditions,
and partly on the disequilibrium adjustment process. Some general
properties of equilibrium user sets are derived. Then we turn our
attention to some specific models based on simple characterizations
of communities of interest. The implications for pricing are dis-
cussed, with special reference to the problem of starting up a new
communications service (e.g., a video communications service).

I The utility that a subscriber derives from a communications
service increases as others join the system. This is a classic case
of external economies in consumption and has fundamental im-
portance for the economic analysis of the communications industry.
It suggests that although marginal cost pricing may be superior
to allocated-cost formulae, it is still not completely appropriate.
This can be illustrated with respect to an historical policy of
the industry: promoting universal service. This policy might be
justified on the basis of marginal cost pricing, so long as new
subscribers pay the incremental cost of expanding the system to
accommodate them—even if they do not pay their “allocated”

Jeffrey Rohlfs received the A.B. in economics from Amherst College
(1965) and the Ph.D. in economics from M.LT. (1969). Currently, he is
a Member of the Technical Staff at Bell Labs, where his research interests
include applied microeconomics, micro theory, and econometrics.

In’the course of this study, I talked to many people, and their knowl-
edge and ideas contributed to much of the analysis in this paper. M.
Wish has been a collaborator in some previous related work, and he. has
greatly influenced my thinking. My analysis of the general problem was
greatly stimulated by a discussion I had with E. Gilbert, who developed
some preliminary results about the maximum equilibrium set. I have also
had many profitable discussions with W. Ballamy, J. Berrier, A. Ciesielka,
D. Deutsch, A. Gersho, E. Goldstein, A. H. McKeage, D. Mitra, and R.
Sanders. F. Sinden, W. Taylor, N. Valcoff, M. Wilk, and E. Zajac provided
helpful comments on previous written and oral presentations of this material.
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share of average costs. A still lower price, perhaps much lower,
might be justified if the externalities are taken into account. The
total benefits that all subscribers derive from the expansion of the
service may be sufficient to justify the incremental costs—even if
the new subscribers are unwilling to pay the entire incremental
costs.

Recently Artle and Averous! made what appears to be the
first published analysis of these externalities in communications.?
They formulate a simple model in which the incremental utility
of the service to an individual depends only on the number of
telephone subscribers—not on who they are. This is the uniform
calling model discussed in Section 3 of this paper. They also
assume that the cost of providing telephone service depends only
on the number of subscribers. This enables them to derive and
interpret the necessary conditions for a social welfare optimum.
Their expression has some important similarities (but also some
differences) with the usual necessary conditions for a social opti-
mum with respect to a pure public good.

The authors then use these notions to develop a dynamic
demand model. They show that interdependent demand can sus-
tain continual growth in a stationary population with stationary
income. The mechanism is as follows. New subscribers join. This
increases the incremental utility of the service and induces mar-
ginal nonusers to join. That in turn induces further growth, etc.,
etc. The authors offer this as a possible explanation for the con-
tinual growth of telephone service observed in all empirical studies
of the industry.

Squire studies the problem using a somewhat different model.?
He considers usage of the system as well as number of telephones,
and assumes that the cost of providing the service is a function of
these two variables. Squire specifies individual demand curves
(based on a fixed number of subscribers) for incoming and out-
going calls. This enables him to develop an expression for optimal
usage of the system, based on a modified consumer-surplus
concept. He then derives the optimal price per call (charged only
to the person making the call) consistent with this optimal usage.
He finally develops an expression for the optimal size of the
system and the price per telephone consistent with this optimum.

This paper makes a much more detailed analysis of the demand
side of the market than attempted by Artle and Averous or by
Squire. We begin by defining an “equilibrium user set” as a set
of users consistent with all individuals’ (users and nonusers) maxi-
mizing their utilities. A basic result is that there are typically

1See [1].

2 An earlier attempt to model interdependent demand is Marris [2].
Marris develops a general theory of demand for new products but does
not consider communications in particular. The interdependent aspects of
demand have a much different interpretation in his analysis than in this
paper or in Artle and Averous [1] or Squire [3] (discussed later in the
text). Also, irreversibility plays a much larger role in Marris’ analysis.
Nevertheless, Marris develops some of the same concepts used in this
paper; e.g., critical mass.

31In [3].

INTERDEPENDENT
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18 / JEFFREY ROHLFS

multiple equilibria at any given price. For example, a very small
equilibrium user set may be consistent with utility maximization,
since the smallness of the user set in itself makes the service rela-
tively unattractive to potential users. However, a much larger user
set may also be possible for the same population at the same price.
In this case the largeness of the user set would make the service
attractive and allow a high level of demand to be sustained. In
any planning (public or private) for the communications service,
special attention must be paid to which equilibrium user set is
likely to be attained.

The next section of this paper develops a general theory of
demand. It derives the following results:

(1) The static model determines the attained equilibrium user
set (at a given price) within a certain set of bounds.

(2) A possibly narrower set of bounds (for a given price)
is derived, given the initial user set.

(3) Within the bounds defined in (2), the equilibrium at-
tained (at a given price) depends entirely on the dis-
equilibrium adjustment process.

The following two sections of the paper develop specialized
models based on various simple characterizations of communities
of interest. The simplest of all is the uniform calling pattern, which
assumes that no one has any special community of interest (other
than the entire population). This model is the only one in which
the equilibrium theory can be developed in terms of the number
of users, without paying attention to who they are. We can there-
fore define a demand curve, which turns out to have an inverted
U shape. See Figure 1 on page 28.

Zero demand is a stable equilibrium for all positive prices.
The upward-sloping part of the inverted U consists of unstable
equilibria and constitutes the “critical mass” of the service (at
any given price). If the critical mass is exceeded, demand expands
to the downward sloping part of the inverted U. Points on the
latter are stable equilibria and represent the maximum level of
demand sustainable at a given price.

Unfortunately (for ease of analysis), the uniform calling pat-
tern may not be very realistic. People typically belong to groups,
each of which has a strong community of interest within itself.
And they typically have a few principal contacts who alone ac-
count for a substantial part of their communication. These com-
plications are briefly discussed in the section entitled “Nonuniform
Calling Patterns.”

The final section of the paper discusses some implications of
the preceding demand analysis for supply and pricing of the
service. An important distinction is made between viability of the
service (existence of a nonnull equilibrium user set that can be
served with nonnegative profits) and the start-up problem (how
to attain such a user set, starting from a small or null initial user
set).

Viable nonnull equilibrium user sets (if they exist) are always
superior to the null set from a static point of view. We can com-
pare such sets to determine the static social optimum or the overall
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market equilibrium corresponding to a static supply model. How-
ever, this kind of analysis is incomplete and may be misleading
without consideration of the start-up problem. Achieving the static
optimal user set may require ruinous (albeit temporary) promo-
tional costs.

Appropriate solutions to the start-up problem depend in large
part on the demand model. In the uniform calling model, the
start-up problem is simply a question of getting beyond the critical
mass. Community of interest groups may make the practical start-
up problem much easier, but they also introduce some special
problems. If an individual’s demand is contingent on a few prin-
cipal contacts’ being users, there may exist many small self-
sufficient user sets. These allow the possibility of a long-term
introductory program, in which the seller gradually expands the
size and number of such sets.

This paper presents only a limited discussion of costs and
supply. The reason is that costs of a communications service are
very complex and merit a separate study in their own right. This
is a very fruitful topic for future research.

M Let the population consist of n individuals. As in Artle and
Averous’ work, we define a set of binary variables:

g; = (O if individual i does not subscribe to
the communication service

1 if the individual i/ does subscribe to
the communication service

(1)

for i=1,...,n.

We assume there are also m other goods in the economy. To
model interdependent demand, we specify a pair of utility func-
tions for each individual:

UL=UL (ra, ..., ¥im) (2)

Uil - Uil (Ch, e g1, qi+19 ceesGny iy o oy ra'-m) (3)

where
U = Utility of individual i if he does not subscribe to the
communications service,
U;! = Utility of individual i if he does subscribe to the com-
munications service, and
r;; = Consumption of (noncommunications) good j by indi-
vidual i.

Equations (2) and (3) implicitly assume independent utilities
with respect to all goods in the economy other than the com-
munications service in question. In addition, we make the usual
monotonicity assumptions:

U
5 = 0foralijand > O for some j; and (4)
Fij
U< U (5)
for all i, k, qis -+« s Qi—15Gi415 « « « s Quy Vizs « « « 5 Fim.

2. General theory
of demand

INTERDEPENDENT
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20 / JEFFREY ROHLFS

We also make a specialized assumption applicable to a com-
munications service:

U
=0 (6)
0.
for all is£w, g1,...,Gqi—1,Gix15--->Gns Yiz - -« » Fim- That is, a

subscriber’s utility never decreases as additional individuals sub-
scribe (and none drop out).

This seems like a reasonable working assumption. We can, of
course, imagine some exceptions; e.g., the value of the service to
others would probably be lessened if a large number of life insur-
ance salesmen subscribed to the service to solicit other subscribers.
However, we assume that such occurrences are the exception rather
than the rule—that, in general, the availability of a communica-
tions link is not detrimental to either party.

We assume utility maximization, which we analyze in two
steps. (1) We evaluate the maxima of U? and U;' (with respect
to 7, ..., Fm) subject to individual #’s budget constraint. Let us
denotg these maxima as U2 and lAlil. (2) We then compare U,°
and Uy to see if the individual demands the communication ser-
vice. This defines a demand variable for each individual:

qD__{OifZA]¢°>fJ¢1} ;
Tl g0y (N

fori=1,...,n.

The basic methodology of this paper is to ignore interrelation-
ships between the communications market and other markets and
concentrate on relationships within the communications market.
Thus, we make the ceteris paribus assumption that prices of all
goods other than the communications service are fixed and that
each individual has a fixed budget constraint. This allows us to
express the demand variables as functions of price and the set of
subscribers:

CIiD = qiD (ps CI1, ety qi—l, qi+l’ ce ey Qn) (8)

for i=1,...,n, where p = the price of the communications
service.

It follows from previous assumptions that all the g;” are mono-
tonically decreasing (equality allowed) with respect to p. That is,
an increase in p can never change g,” from O to 1; a decrease in
p can never change g;” from 1 to 0. However, a change in p may
have no effect on g;P. It also follows from previous assumptions
that all the ¢;” are monotonically increasing (equality allowed)
with respect to all g, (ws£1i).

[ Equilibrium user sets. Naturally, there is a correspondence
between demanding the service and being a subscriber. We define
an equilibrium user set as a set of users such that

qi = Q’LD (p9 qis -« - 5 di—1, q¢+19 cees qn) (9)
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for all i.* Thus, in equilibrium all users demand the service; all
nonusers do not demand it.

Equation (9) defines equilibrium with respect only to the
demand side of the market. It describes user sets that are con-
sistent with utility maximization at a given price. These constitute
necessary but not sufficient conditions for an overall market equi-
librium. The latter additionally requires that the user set and price
be consistent with some specified model of supply behavior.

For fixed p = p, equations (9) are a system of »n equations in
n binary variables. Such a system does not generally have a unique
solution. In fact, unique solutions did not arise in any of the
simple models investigated in this paper (except in the trivial case
where price is so high that there can never be any demand at all).

Consequently, the equation

q=q°, (10)

where

qziqi and

=1

n
q° = Z q:"
i=1

may be indeterminate (for fixed p). That is, it may either hold or
fail to hold depending on which set of users constitutes the sum gq.

For this reason, the general theory of interdependent demand
cannot be developed in terms of the sum g. It is necessary to work
with the individual g;. The basic analytical concept is not the de-
mand curve—i.e., equilibrium pairs (g, p)—but rather equilibrium
user sets.

[] Disequilibrium analysis. Given that several equilibrium user
sets exist for a given price (ceteris paribus), it is important to
know which ones (if any) are most likely to occur. This requires
analyzing what happens if the market is initially in disequilibrium.
Our procedure is as follows. We specify a very general disequi-
librium adjustment process. We then investigate the extent to
which the user sets resulting from this process depend on the static
model, the extent to which they depend on the initial disequilibrium
conditions, and the extent to which they are indeterminate, depend-
ing on a more detailed specification of the adjustment process.

In this section, we restrict our attention to the demand side
of the market and assume a given price for the communications
service. We further assume that adjustments of consumption in
other markets can be made rapidly and costlessly. This seems like
a reasonable simplifying assumption, allowing us to analyze dis-

4We can also define equilibrium user sets with respect to any given
set of discriminatory prices; i.e., a set of users such that

4 =90y -+ > U_1915 - » D) (92)
for all i, where p; is the price charged to individual i.
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equilibria in the communications market without considering pos-
sible disequilibria in the rest of the economy.

Now suppose there is an arbitrary initial user set. It may be
based on utility maximization for current or previous states of the
world, past selling efforts of the supplier of the service, or anything
else. We assume that adjustments to this user set occur according
to the following adjustment process. (1) An individual in equi-
librium (g;” = g:) never changes his status from user to nonuser
or vice versa. This is reasonable, since such a change would always
reduce his utility (except in the knife-edge case where U = U/,
in which case the charge in status has no effect on utility). (2)
The length of time an individual can remain continually in dis-
equilibrium (g;” 54 q;) is bounded. He eventually must change
his status. This is also reasonable, since the change always in-
creases his utility (except in the knife-edge case where U? = U},
in which case the change in status has no effect on utility).

The adjustment process is essentially a model of utility maxi-
mization with inertia. It is very general in that it makes no assump-
tion about the speed of adjustment. This speed may vary from
individual to individual. It may depend on the user set or actions
of the seller. Or it may change over time.

A limitation of this process is that it does not allow individuals
to collude and subscribe together. This is relatively unimportant if
an individual’s demand is contingent on a large user set, since such
collusion would be difficult with very large groups. However (as
will be seen later) we do have to consider relaxing the assumption
in models where an individual’s demand is contingent on a few
of his principal contacts’ being users.

It is important to note that the adjustment process does not
necessarily converge to an equilibrium user set. Consider the fol-
lowing example. 4 demands the service if and only if B is a user;
B demands the service if and only if C is a user; C demands the
service if and only if 4 is a user. Suppose the initial user set is A4.
One possible version of the adjustment process is as follows. C
joins because A is a user. Then A disconnects because B is not a
user. Then B joins because C is a user. Then C disconnects be-
cause A4 is not a user. Then A4 joins because B is a user. Then B
disconnects because C is not a user. We are now back to the
original user set, and the process can be repeated indefinitely.

Nevertheless, the user sets resulting from the adjustment process
can be bounded, as shown in the following theorems.

Theorem 1: If the initial user set is the entire population, the
adjustment process can only remove individuals from the user set;
no individual can ever be added who has previously dropped out.

Proof: If the entire population is an equilibrium user set, no one
is added or removed, and the theorem is satisfied. If the entire
population is not an equilibrium set, let 4, ro. . . represent the se-
quence of individuals who change status. (If individuals change
status simultaneously, we list them in arbitrary order.) Now r,
must be a removal (not an addition), since the entire population
consists of users, and there is no one left to be added. Given that
ri, ..., r; are removals, r,,; must also be a removal for the fol-
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lowing reason. The only possible additions would be the individuals
ri, ..., e But all of these dropped out (and therefore did not
demand the service) when the user set contained the current user
set. Thus, they cannot demand the service according to the mono-
tonicity assumption.

It follows that all of the r; must be removals. Q.E.D.

Theorem 2: If the initial user set is the entire population, the
adjustment process converges to an equilibrium user set in finite
time.

Proof: The process must converge in finite time for the following
reason. All changes of status are removals. Since only n (the size
of the population) individuals can be removed, there are at most
n changes in status. These must all occur in finite time.

After all the changes in status occur, no user can fail to
demand the service, for otherwise the process would continue.
Moreover, no nonuser can demand the service because of the
monotonicity condition. Thus, the final user set is an equilibrium
user set. Q.E.D.

Theorem 3: If the initial user set is the entire population, the
adjustment process converges to the union of all equilibrium user
sets regardless of the order of removals.

Proof: Let X be an arbitrary equilibrium user set; let R be the
equilibrium result after individuals ry, . .., r; have been removed
according to the adjustment process. X cannot contain ry, since ry
was removed when the user set was the entire population (and
hence contained X). Since X does not contain r;, it cannot contain
ry either. (The entire population minus r; contains X-r;.) Nor can
X contain rs, ..., r,. Thus, X C R.

But X is an arbitrary equilibrium user set. Thus, R contains
all equilibrium user sets. Since R is itself an equilibrium user set,
it is the union of all equilibrium user sets. Q.E.D.

This set will hereafter be referred to as the “maximum equil-
librium user set.”

By entirely symmetrical reasoning we can establish the fol-
lowing. If the initial user set is null,

(1) the adjustment process can only add individuals, and
no one is ever removed who previously joined;

(2) the adjustment process converges to an equilibrium user
set in finite time;

(3) the adjustment process converges to the intersection of all
equilibrium user sets, regardless of the order in which indi-
viduals are added.

This set will hereafter be referred to as the “minimum equi-
librium user set.”

It is important to note that the minimum and maximum equi-
librium user sets need not be the same. For example, consider
the following simple model. Each individual demands the service
if three of his five principal contacts are users. The minimum
equilibrium user set is null. There are no users; so no one has
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three of his five principal contacts as users; so no one demands
the service. The maximum equilibrium set is the entire population.
Everyone has all five of his principal contacts as users; so every-
one demands the service. In addition, there may be any number
of equilibrium user sets between these two extremes, depending
on the distribution of principal contacts.

In this example, the static model tells us practically nothing
about what equilibrium will actually be attained. We only know
that it will be zero or 100 percent or somewhere in between. This
is an extreme case, but in general the static model determines the
actual equilibrium only within certain bounds—the minimum and
maximum equilibrium sets. Moreover, in all of the models investi-
gated in this paper, there exists the possibility that these bounds
may be far apart. In a practical situation, this difference may
mean the difference between marketing success and failure.

The above theorems show that if the initial user set is suf-
ficiently large, convergence to the maximum equilibrium user set
is assured (according to the assumed adjustment process). If the
initial user set is sufficiently small, convergence to the minimum
equilibrium set is assured. For intermediate initial disequilibrium
user sets, the actual equilibrium attained may also depend on a
more detailed specification of the adjustment process than given
above.® It may be critical whether or not the disequilibrium non-
users subscribe before the disequilibrium users drop out.

[J Particular initial user set. The minimum and maximum equili-
brium user sets provide bounds on user sets that are possible for
any given initial user for any version of the adjustment process
described above.® This subsection provides bounds on user sets
that can be attained from a particular initial user set for any version
of the adjustment process.

Let § be an arbitrary initial user set. We now define the
following two adjustment sequences.

Optimistic sequence

(1) First all nonusers who demand the service subscribe in
arbitrary order, but no users drop out. This converges
to the same user set S, irrespective of the order in which
individuals subscribe. (Proof is analogous to that of
Theorem 3.)

(2) Then all users who do not demand the service drop out
in arbitrary order. This converges to the same user set S,
irrespective of the order in which individuals drop out.
Moreover, S is an equilibrium user set. (Proof analogous
to Theorems 2 and 3.)

Pessimistic sequence

(1) First all users who do not demand the service drop out
in arbitrary order, but no nonusers subscribe. This con-
verges to the same user set §, irrespective of the order in

5P. 22,
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which individuals drop out. (Proof analogous to Theorem
3.)

(2) Then all nonusers who demand the service subscribe (in
arbitrary order). This converges to the same user set S,
irrespective of the order in which individuals subscribe.
Moreover, S is an equilibrium user set. (Proof analogous
to Theorems 2 and 3.)

Now let Ry, Ro, . .. be a sequence of user sets resulting from
applying an arbitrary version of the adjustment process to S. As
previously discussed, this sequence need not converge to an equi-
librium user set. However, we can place the following bounds on
the sequence:

(1) SCR; C S for all i. This follows directly from the
monotonicity assumption.
(2) After some finite period of time, S C R; C S for all i.

Proof: Let xi, ..., x; be a sequence of individuals who drop out
in part (2) of the optimistic sequence. Since x; does not demand
the service given user set S, he cannot demand it given any user
set R;. Thus, if x; is a user, he is continually in disequilibrium.
He must drop out in finite time and can never thereafter rejoin.
Once x; drops out, we can apply the same reasoning sequentially
to xs, ..., X, Thus, after some finite period of time, all R; C S.
The proof that S C R, is exactly symmetrical. Q.E.D.

Thus, the optimistic and pessimistic sequences define bounds
on user sets attainable from a particular initial user set. These
bounds may (or may not) be considerably narrower than the
bounds provided by the minimum and maximum equilibrium sets.
In any event, within these bounds the equilibrium user set attained
depends entirely on a detailed specification of the adjustment
process.

[J Additive utilities. In order to proceed further we must make
more assumptions. To simplify the problem we propose a model
of additive utilities. That is, we define a vector f and a matrix V
such that ~ ~

Ui():fi (rrila-'-’rim) (11)
Ut =fi(ruy .. s 1im) + Z Vii i (12)
=i

where v;; (i=4j) is the incremental utility to individual i of a
communications link with individual j, (v;; == 0.)

The additive model assumes that these incremental utilities do
not depend on consumption of other goods or on other com-
munications links available to the individual. These do seem to be
reasonable simplifying assumptions, but there are some problems
with them. The growth of telephone service has had fundamental
effects on social and business customs, and these would not be
captured in an additive model. It has also resulted in substantial
changes in communities of interest, which are assumed to be fixed
in equation (12). However, the additive model would be com-
mensurately better for analyzing smaller differences in market
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penetration or for analyzing a service that does not provide so
revolutionary an improvement in communications as did the inven-
tion of the telephone.

Equation (12) also assumes that the service has no value except
to communicate with others who have the service. The service is
worthless if no one else subscribes. This assures that the null set
is an equilibrium user set at any positive price.

This assumption sounds reasonable enough, but there are some
possible exceptions. An individual may have noncommunications
applications for the hardware. If the service is new, he may find
it prestigious or derive self-satisfaction from being an innovator.
However, these kinds of considerations go beyond the scope of
this paper.

The additivity assumption is quite useful and allows us to
derive a convenien,t\ expression for g;” as shown below.

The maxima U are defined by the ceteris paribus conditions
and do not depend on anything in the communications industry.
Maximizing equation (12) with respect to 7,1, . . . , Fim, subject to
individual #’s budget constraint, we obtain

ﬁilzﬁio_hi(p) +ZV1'J‘II (13)
i
for some function A; where A; (0) = 0, h; (p) > O for all i.
It follows that

0 if Z vi;q; < hi{p)
i

q” (14)

1if Z vij q; 2 hi(p)
A
where v;; > 0 for all i, j.
We also assume constant marginal utility of money for a given
individual. This means that A;(p) is a linear function:

hi(p) = bp. (15)

We can therefore write equation (14) as follows:

0if D wyq<p

aP = s (16)

FEK)
Z”"' for all i £ j.

K]

where w;; =

[] Furtker simplification. Both the monotonicity and the additivity
assumptions greatly simplify the problem (at some cost in realism).
However, we still must deal with the matrix ¥ which is the size
of the population squared. Thus for a city with a population of
one million, ¥ would have one trillion entries. Clearly, further
simplification is required. The following two sections consider
some possibilities for breaking the problem down to manageable
size.
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I The preceding section began by considering the problem in its
full generality and considered some reasonable kinds of simplifying
assumptions. We now take the opposite approach, beginning with
a very simple model and then relaxing assumptions to make the
model more complicated and realistic.

In this section we assume that all the (off-diagonal) elements
in any single row of } are equal. This implies that no one has any
special community of interest other than the entire population.
The number of subscribers affects an individual’s demand, but he
does not care who these subscribers are.

This may in fact be a reasonable approximation (for some
purposes). We might reason that the individual communicates
with a large number of people during the course of a year, many
of whom he does not know in advance. The number of users may
be as good a proxy as any for the incremental utility he derives
from the service.

However, it is also true that most people belong to groups,
each of which has a community of interest within itself. They also
typically have a few principal contacts with whom they communi-
cate more than with others. Thus, their demand for a communi-
cations service would depend on how many members of their
community of interest group and which of their principal contacts
subscribe to the service.

In any event, the uniform calling model seems like a good
place to begin developing the theory. (This model is also adopted
by Artle and Averous and Squire.)? It allows some strong results
to be derived and provides some useful insights about interdepen-
dent demand. Results from the uniform calling model also provide
convenient reference points for analyzing more complex models,
which are briefly discussed in the next section of this paper.

The uniform calling model allows us to write equation (15)
as follows for a large population:

q,-"{OIf sz<17} , (17
' 1if fw,=p

where f — the user fraction (g/n), and

w; = § 'W.,-j.

e
This in turn allows individuals to be ordered in terms of their

demand for the service. That is, if w; > w; (s demand exceeds
j’s), individual i is in every equilibrium user set that contains j.

] Demand curve. Since individuals can be ordered as above,
every equilibrium user set consists of all individuals (i) for whom
w; = some K. Similarly, for any g, there is at most one equi-
librium user set with ¢ members; i.e., the g people with the highest
values of w;. (If more than one person has the minimum w; in the
user set, all persons with that w; must be in the user set for it to
be an equilibrium.)

71In [1] and [3], respectively.

3. Uniform
calling pattern
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Thus, every equilibrium user set can be uniquely characterized
by g, the number of members in it. We can develop the equilibrium
theory for this model in terms of the sum g, without specifying
the individual elements g;. In particular, we can define a demand
curve; i.e., the locus of all the pairs (g, p) for which there exists
an equilibrium user set (which would have to be the g people
with highest w;).

This gives us a convenient way of looking at the relationship
between price and the equilibrium user sets. However, it is im-
portant to note that equation (10) is still indeterminate, and we
must be careful in applying the demand curve in disequilibrium
situations.

(] An example. Before discussing the general properties of such
a demand curve, let us consider a specific example. Suppose the
population is large, and w; is distributed uniformly between O and
100 over the population. For the marginal individual

w; = 100(1 — f). (18)

For an equilibrium at 0 < f < 1, fw,; for the. marginal indi-
vidual must equal p. [See equation (17).] Thus, the demand curve
is the locus of points where

100 f(1 — f) = p. (19)

As previously mentioned® the null set (f = 0) is an equilibrium
user set for all p > 0. For an equilibrium at f = 1, p must be less
than or equal to fw; for all individuals. But the minimum of w;
and hence fw; is 0. Thus, the only equilibrium is p = 0.

Figure 1 shows the demand curve. It consists of the entire
positive p-axis plus an invested parabola going through (0,0) and
(1,0) and having a maximum at (0.50,25).

The maximum equilibrium set is the right-hand side of the
parabola for 0 < p < 25; it is null for p > 25.

For small p, there is an enormous difference between the mini-
mum and maximum equilibrium user sets. Thus, the actual equi-
librium attained (for small p) depends critically on the initial dis-
equilibrium conditions and the disequilibrium adjustment process.

[] Disequilibrium analysis. The following analysis of disequilib-
rium is based on the adjustment process proposed above.® As be-
fore, we assume a fixed price and restrict our attention to the
demand side of the market. We first consider the special case in
which the initial disequilibrium users are those with the highest
w;,. We then consider the general case by examining arbitrary
perturbations from an initial equilibrium.

[] Initial users have highest w;. This subsection assumes that the
initial user set consists of all individuals for whom w; > some K.
This is necessarily true if the users form an equilibrium user set
for any p. Thus, the results apply to any disequilibrium brought
about by a price change from an initial equilibrium.

8 P. 26.
9P. 22.
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Suppose we are originally in disequilibrium at 4 (in Figure 1),
underneath the parabola. Given the user fraction f4, the equilib-
rium price is higher than the actual price. All users are satisfied,
but some nonusers would prefer to become users. If p remains
constant, the user fraction will ultimately increase to B.

Suppose we are originally in disequilibrium at C. Given fq,
actual price exceeds equilibrium price, and f declines to B.

Suppose we are originally in disequilibrium at D. Given fp,
actual price exceeds the equilibrinm price. So, f declines. As f
declines, the discrepancy between actual and equilibrium price
increases until the market achieves equilibrium at f = 0.

In all these cases, the order in which individuals join or drop
out is immaterial. The optimistic and pessimistic sequences are
equivalent, and all versions of the adjustment process converge to
the same equilibrium user set.

In general, the positive p-axis and the downward sloping part
of the parabola in Figure 1 consist of stable equilibria. The up-
ward sloping part of the parabola consists of unstable equilibria.

The upward sloping part of the parabola can be regarded as
a “critical mass” for the service. That is, for any positive price
below the maximum of the parabola, the market must be forced
to some initial disequilibrium beyond the critical mass before the
service can grow by itself. The higher the price, the higher is the
critical mass.

[] Arbitrary perturbations from equilibrium. The preceding
analysis does not necessarily apply for arbitrary initial conditions.
An initial user set of y people may converge to very different equi-
libria depending on who those y people are and on a more de-
tailed specification of the adjustment process (than given abovel?).

For example, suppose the initial user set of y people contains
none of the y people with highest w;. Suppose it contains the people
with the next y highest values of w;. Even though the initial market
penetration is y, the market can achieve a critical mass of 2y if
the y nonusers with highest w; all subscribe before any of the initial
users drop out (optimistic sequence). However, if all the initial
users who do not demand the service drop out before any nonusers
subscribe (pessimistic sequence), the market may fail to achieve
a critical mass much lower than y.

The results of the preceding subsection do apply for small but
arbitrary perturbations (in the user set) from an original stable
equilibrium. For example, suppose the market is originally in the
stable equilibrium at A in Figure 2, and a set (R) of nonusers
subscribes. We can analyze this by constructing a demand curve
conditional on all members of R being users (D’ in Figure 2).
The perturbation of R becoming users may cause additional users
to subscribe. However, no matter what the adjustment process is
(subject to the rules laid down above'!), demand can never ex-
pand beyond B. And at B (or any point between B and A), only
people in the original equilibrium set demand the service. Thus,

10Pp. 22.
11p. 22

FIGURE 2

ARBITRARY PERTURBATIONS
FROM EQUILIBRIUM

PRICE

USER FRACTION

INTERDEPENDENT
DEMAND FOR
COMMUNICATIONS / 29

This content downloaded from 204.155.226.109 on Fri, 15 Mar 2019 16:48:01 UTC

All use subject to https://about.jstor.org/terms



4. Nonuniform
calling patterns

30 / JEFFREY ROHLFS

the market eventually goes back to 4 (so long as the price remains
fixed).

In the general case the perturbation may involve users drop-
ping out as well as nonusers joining. We analyze this by construct-
ing D’ as before and D”, demand conditional on those who drop
out being nonusers. The market might converge to f — O, if the
perturbation is large and brings demand below critical mass. How-
ever, if the perturbation is sufficiently small, D” will be sufficiently
close to D that demand cannot go below critical mass. Thus, the
market must return to the initial equilibrium.

This reasoning also applies to the stable equilibria at f = 0.
If the perturbation is sufficiently small, D’ will be sufficiently close
to D that critical mass cannot be achieved, and the market must
return to the initial equilibrium.

[ General properties of the model. Some properties of the above
example apply generally to all uniform calling models. The entire
positive p-axis always consists of stable equilibria. The demand
curve always has an upward-sloping part, which constitutes the
critical mass for the service for initial users sets with maximal w;.
It always has a downward sloping part (perhaps vertical), which
consists of stable equilibria. However, both parts need not be
unique, and the demand curve may be jagged. This allows the
possibility of many stable equilibria for a given price.

I This section considers some models that are more complex
than the uniform calling model. Some specific results are pre-
sented, but they are naturally not so strong as those of the previous
section. Our primary objective is to point out the analytical com-
plexities in such models and suggest some ways of dealing with
them.

[] Community of interest groups. Suppose the population con-
sists of k groups (k << n). We assume that an individual has the
same community of interest with everyone in the same group.
However, this community of interest may be different for different
groups. Mathematically, we assume that if individuals j and m are
in the same group, vi; = vy, for all i.

[ Disjoint groups. The simplest case is disjoint groups. That is,
vy = O unless 7 and j are in the same group. In such a model, we
can consider each group as a separate population, and all the
analysis of the previous section carries over. A critical mass can
be defined for each group in terms of market penetration within
that group. For given p the maximum possible number of stable
equilibria is 2% (unless the demand curve for some groups is
jagged). The equilibria are characterized by which of the & groups
achieve their critical mass.

[] Joint groups. We now consider the case of joint groups, where
v;; does not necessarily equal zero for i and j in different groups.
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In this model, the incremental utility of the service to an individual
is a function of the g; (number of subscribers in the ith group).
Thus, we can define the critical mass for each group as a function
of all the g; (and p). This is illustrated in Figure 3 for the case
of two groups.

If the initial user set in Figure 3 consists of individuals with
the highest w; in each group (a weaker condition than requiring
initial users to have the highest w; in the population), we have
the following result. If all groups achieve their critical mass (initial
market penetration outside ABCO in Figure 3), the service will
expand to the maximum equilibrium set. If no group achieves its
critical mass (initial market penetration within DBEO in Figure 3),
the service will collapse to the minimum equilibrium set. If some
groups achieve their critical mass but others do not (initial market
penetration within ABD or BCE in Figure 3), the service may ex-
pand to the maximum equilibrium set, collapse to the minimum
equilibrium set, or achieve equilibrium somewhere in between.
Which of these occurs depends on the parameters of the static
model, the initial market penetration in each group, and the dis-
equilibrium adjustment process. An upper bound on the number
of stable equilibria is 2% (unless the demand surface is jagged).
Each equilibrium is characterized by which of the k groups achieve
their critical mass and which do not.

[ Further refinements. Introducing further refinements into the
model is straightforward. As before, we somehow divide the popu-
lation into & groups such that within each group individuals can
be ordered in terms of their demand for the service. For greater
realism, we could have a large value for k, but that has the draw-
back of requiring us to deal with a k-dimensional quantity vector
and to contend with the possibility of many different equilibria
(for each price).

[ Few principal contacts. An individual’s demand may depend
primarily on which of his few principal contacts are users. A basic
analytical tool for studying such demand is the “self-sufficient”
user set; i.e., a set of individuals, each of whom demands the ser-
vice conditional on all others in the set being users. An equilibrium
user set must, of course, be self sufficient, but the converse is not
necessarily true. Someone outside the self-sufficient set may de-
mand the service if everyone in the set has it.

All self-sufficient sets necessarily belong to the maximum equi-
librium user set. Moreover, if the entire self-sufficient set is con-
tained in the initial disequilibrium user set, then the entire self-
sufficient set is necessarily part of the final equilibrium user set.

In any practical problem, we could never hope to have a com-
plete empirical list of principal contacts. The way to proceed in
such cases is to specify a probability distribution which indicates
(approximately) how likely various configurations of principal
contacts are. This leads to some interesting combinatorial analysis
but goes beyond the scope of this paper.
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Il Costs of providing a communications service depend on the
constituency of the user set as well as its size. These costs are in
themselves fully as complex as interdependent demand. Such com-
plexities go beyond the scope of this paper, which is a study of
interdependent demand. Nevertheless, it is useful to look at some
implications of the preceding sections for supply and pricing of
the service. We assume that the service is provided by a (regu-
lated) monopoly and specify a very general cost function:

C = C(qh L] qn)a (20)

where C is strictly monotonic (equality not allowed) in all its
arguments.

We investigate various kinds of pricing strategies, some involv-
ing short-run losses. However, we assume that in (long-run)
equilibrium, the monopoly must earn nonnegative profits. Some of
the pricing strategies considered involve discriminatory pricing,
but we do not assume that perfect discrimination is necessarily
possible. Indeed, perfect discrimination would surely not be pos-
sible in any realistic situation. Consequently, the nonnegative
profit restriction may be inconsistent with Pareto optimality. It is
nevertheless consistent with existing real-world institutions.

We can now make a crucial distinction for planning supply
of a communications service; i.e., the difference between ‘“‘viability
of the service” and “the start-up problem.” Viability is determined
solely by the static model. It means that there exists a nonnull
equilibrium user set that can be served with nonnegative profits.
(We also refer to such a user set as “viable.”) The start-up prob-
lem is a dynamic consideration. It refers to the costs and practical
difficulties of attaining a viable user set, starting from a small or
null initial user set.

From a static point of view, any viable user set is superior to
the null user set (in the sense that the supplier of the service and
all users are at least as well off as before and possibly better off.
Nonusers’ utilities are unchanged).!? If there are several viable
user sets, they can be compared to determine the social optimum
(subject to the nonnegative profit restriction). We can also deter-
mine the overall market equilibria consistent with various static
supply models.

However, this kind of static analysis is incomplete and may in
fact be misleading. We must also consider the dynamic aspects;
i.e., the start-up problem. If the initial user set is small or null,
the static social optimum may require ruinous (albeit temporary)
promotional costs. Thus, all things considered, a smaller user set,
or perhaps even the null set, may be superior.

The remainder of this section discusses various possible solu-
tions to the start-up problem. We consider the case of a new
service (e.g., a video communications service) and assume that
the initial user set is null. This is necessarily an equilibrium user
set at all positive prices. Thus, the service, even though viable,

12 0f course, this issue becomes much more complicated if we con-
sider interrelationships with other markets and possible income redistribu-
tion.
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cannot get started by itself. It requires some positive action by the
seller, probably involving temporary losses. The next three sub-
sections consider some possible start-up strategies in the context
of the various demand models we have studied in the previous
sections.

Although we assume in this analysis that the product is viable,
it is worth noting that in real life the seller would have no such
guarantee. There is always a risk involved in introducing a new
product or service. The seller generally faces certain losses when
the product or service is first introduced and the prospect of future
profits. In a regulatory environment, the supplier must consider
how the regulators will respond if the service succeeds and how
they will respond if it fails.

[ Uniform calling pattern. Let us assume that the demand curve
is a (nonjagged) inverted U, and suppose the desired nonnull
equilibrium set is 4 in Figure 4. The long-run optimal price is P,
but some method must be contrived to get beyond the critical mass.

FIGURE 4
SOLVING THE START-UP PROBLEM
p

PRICE

NUMBER OF SUBSCRIBERS

[] Direct approach. The most direct approach is to give the
service free to a selected group of people for a limited time.
For this method to succeed, the initial user set must, of course,
be sufficiently large to achieve critical mass. Half measures are
worse than useless. If critical mass is not achieved, the whole
effort will be a complete failure, and demand will eventually con-
tract to zero.

The success of this approach may also depend on how the
initial user set is selected. The discussion above!'® shows that the
optimal initial user does not necessarily consist of those with max-
imal w;. (In the example, an alternative choice of y people allowed
a critical mass of 2y to be achieved.) However, if any other set is
chosen, there should be some assurance that the initial users will
not discontinue the service before those with higher w; subscribe.

13 P, 29.
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If they do discontinue, the start-up effort will have failed to achieve
anything.

] Low introductory price. Another way to start up the service is
to have a low introductory price. This price could then be raised
as the number of subscribers increased. There are any number of
ways this could be accomplished. We can represent the introduc-
tory program as an expansion path in (g,p) space; e.g., y in
Figure 4. The expansion: path shows how p increases as g increases.

The expansion path must pass through the origin to get the
service started in this simple model. If, in addition, the expansion
path is always concave downward, the introductory program has
a very desirable property. Regardless of the order in which indi-
viduals enter the market, no individual ever subscribes and then
later discontinues service after price and quantity rise along the
expansion path. The proof is as follows. Suppose an individual
enters at D. That means he is willing to pay pp to have the service
available for gp of his communication. It follows from the uniform
calling assumption that he would be an equilibrium user at any
point along the straight line OFE through D. But the concavity
assumption assures that the expansion path v is always below OF
for p > pp, g > gp. Thus, if the individual joins at D, he cannot
drop out at any point on 7 to the right of D. Q.E.D.

The above condition can be very important if the cost of
connecting an individual to the network is large.

Perhaps the most interesting program with a low introductory
price is usage-proportional pricing. The remainder of this subsec-
tion investigates that plan under various assumptions.

We first consider the possibility that all subscribers have equal
usage, proportional to the number of subscribers. It follows that
price is also proportional to number of subscribers [instead of pro-
portional to a quadratic function of number of subscribers as in
the equilibrium model, equation (19)], and the expansion path
of the service is a straight line.

One possibility would be to let p = py4 i In that case demand
du4

would expand along OA. Price would increase automatically as g
increased. When g reached the optimum, g, price would just
equal its optimum, p,.

An alternative is to let p = p4 i Demand would expand
. gz

along OB until the critical mass was reached. Then, for further
expansion price should be fixed at p4(—e€), and demand would
expand along BA.

Unfortunately, the equal-usage assumption may not be very
realistic. If not, usage-proportional pricing would exclude indi-
viduals with a lot of low value usage, and would admit (for a low
price) individuals with a small amount of high value usage.

This might not be a bad idea, even in the long run. In general,
usage-proportional pricing would be appropriate if the network
were being used at capacity, and costs were closely related to total
usage, not necessarily to the number of subscribers. A fixed price
per subscriber would be appropriate if the network were not being
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used at capacity, and much equipment had to be committed for
each subscriber.

The latter is perhaps more typical of a new communications
service. Thus, usage-proportional pricing would probably result in
some inefficiencies and misallocation of resources. Whether these
inefficiencies are substantial or trivial is an empirical question. In
any event, they should be compared to the inefficiencies of other
start-up programs; e.g., the direct approach discussed in the pre-
vious subsection.

For a mature service the price should probably have a higher
fixed component and a lower usage component. However, the ex-
ternalities in consumption still have to be taken into account.#

A program with a low introductory price relies more on market
processes than does the direct approach discussed in the previous
subsection and does not depend so critically on the managers’
judgment. In particular, the managers are not required to deter-
mine which individuals have the highest w;. The individuals select
themselves by choosing to subscribe to the service at the offered
price.

(] Community of interest groups. Community of interest groups
may greatly reduce the practical difficulty of starting up the ser-
vice. Maximum equilibrium demand may be achieved even if the
initial user set is small—so long as that set exceeds the critical
masses for some community of interest groups.

At the same time, community of interest groups place a greater
burden on whatever procedure is used to select the initial users.
If the initial user set is selected by managers, they must know
what the community of interest groups are and decide how many
individuals to select from each. In some circumstances, it would
be optimal to select everyone from the same group; in other cases
a more even spread would be optimal. In any event, the managers
must make this choice, and the success of the program may be
greatly influenced by how well they choose.

Community of interest groups also place a greater burden on
the market process for programs involving a low introductory
price. The expansion path involves price and gi, . . . g (instead
of g as in Figure 4). Efficiency requires that k different linear
combinations of the g; be concave downward. (The equivalent con-
dition to y’s being concave downward in Figure 4.) But we have
only one control variable, p. Clearly, it may be impossible to sat-
isfy all k& concavity conditions.

Thus, any program based on a (single) low introductory price
may be inefficient in the sense that some individuals may join at
the low introductory price but later drop out as the price rises.
If this problem is serious, the seller may find it advantageous (and
perhaps necessary) to use discriminatory pricing to assure that
only “permanent” users join.

[J Few substantial contacts. If an individual’s demand depends on
his principal contacts’ being users, the start-up problem may be

14 See Squire [3].
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fundamentally different from that discussed above. It may be un-
necessary for there to be hundreds or thousands of users before
an individual demands the service. A user population of two or
three may be self-sufficient—if they are the right two or three
people.

These small self-sufficient sets do not necessarily promote fur-
ther growth, but they do allow a different kind of approach to
starting up the service. The seller can begin by establishing small
self-sufficient user sets. He can then gradually expand the size
and number of these sets until the desired equilibrium user set is
attained or until the service starts to grow by itself. The practi-
cality of this method depends primarily on the size of the (mini-
mum) self-sufficient user sets.

The smallest possible self-sufficient user sets consists of two
mutual contacts for whom both v;; and vj; > p. If there are many
such pairs 7, j in the population, the service will start up, expand-
ing beyond the minimum equilibrium set, with little or no help.
Selling the service to / and j requires only getting the two together.
And they may organize themselves and agree to subscribe to the
service (contrary to the disequilibrium adjustment process assumed
above'®). After / and j both subscribe to the service, they may
attract other individuals, and the service can grow further.

In fact, such growth from self-sufficient sets of two probably
accounts in large part for the success in starting up telephone ser-
vice. Indeed, telephone made a substantial penetration of the
market while it was entirely a private-line service.

However, even if the service is viable, its incremental utility
may be insufficient for very many people to demand the service
to communicate with a single principal contact. If this is the case,
the start-up problem is more difficult, and we must deal with
larger self-sufficient user sets.

A self-sufficient set of three mutual contacts might also be able
to organize itself and have all three members agree to subscribe
together. However, this becomes progressively more difficult and
unlikely as the size of the self-sufficient sets increases. It would
be especially difficult if all the members of the set were not mutual
contacts and no one knew all the other members of the set.

The seller might be able to gather data and determine self-
sufficient user sets. He could then try to sell the service to everyone
in such a set simultaneously. Naturally this is more difficult, the
larger is the self-sufficient set. In fact, the difficulties of organizing
even six to eight people and getting them all to agree to a joint
purchasing decision may be far from trivial.

Nevertheless, the seller might do well to gather data on com-
munications patterns and try to determine self-sufficient user sets.
But it may be necessary to combine this with some other kind of
start-up program. This could take the form of the direct approach
or the low introductory price previously discussed. However, it is
also possible to have a continual program in which each new sub-
scriber is offered a low rate until the seller can connect a self-
sufficient set of users that contains him. This kind of program

5P, 22,
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would be effective if new users had high values of w; but little
community of interest with the current user set.
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BANDWAGON, SNOB, AND VEBLEN EFFECTS
IN THE THEORY OF CONSUMERS’ DEMAND

SUMMARY

I. The nature of the problem, 183. — II. Functional and nonfunctional
demand, 188. — III. The bandwagon effect, 190. — IV. The snob effect, 199.
— V. The Veblen effect, 202. — VI. Mixed effects, 205. — VII. Conclusion, 206.

I. THE NATURE OF THE PROBLEM!

The desire of some consumers to be “in style,” the attempts by
others to attain exclusiveness, and the phenomena of ‘“‘conspicuous
consumption,” have as yet not been incorporated into the current
theory of consumers’ demand. My purpose, in this paper, is to take
a step or two in that direction.

1. “Non-additivity” in Consumers’ Demand Theory

This enquiry was suggested by some provocative observations
made by Professor Oskar Morgenstern in his article, ‘“Demand Theory
Reconsidered.”? After examining various aspects of the relationship
between individual demand curves and collective market demand
curves Professor Morgenstern points out that in some cases the market
demand curve is not the lateral summation of the individual demand
curves. The following brief quotation may indicate the nature of
what he calls “non-additivity” and give some indication of the
problem involved. “Non-additivity in this simple sense is given,
for example, in the case of fashions, where one person buys because
another is buying the same thing, or vice versa. The collective
demand curve of snobs is most likely not additive. But the phenom-
enon of non-additivity is in fact much deeper; since virtually all
collective supply curves are non-additive it follows that the demand
of the firms for their labor, raw materials, ete. is also non-additive.
This expands the field of non-additivity enormously.”?

Since the purpose of Professor Morgenstern’s article is immanent
criticism he does not present solutions to the problems he raises. He
does clearly imply, however, that since coalitions are bound to be
important in this area only the “Theory of Games” (developed by
Von Neumann and Morgenstern) is likely to give an adequate solu-
tion to this problem.* The present writer is not competent to judge

1. The writer wishes to take this opportunity to thank Professor Ansley
Coale and Messrs. Carey P. Modlin and Norman B. Ryder for their painstaking
criticism of an earlier draft of this paper.

2. This Journal, February 1948, pp. 165-201.

3. Ibid., p. 175 n.

4, Ibid., p. 201.
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whether this is or is not the case, but he does believe that there are
many markets where coalitions among consumers are not widespread
or of significance, and hence abstracting from the possibility of such
coalitions may not be unreasonable. Should this be the case we may
be able to make some headway through the use of conventional
analytical methods.

What we shall therefore be concerned with substantially is a
reformulation of some aspects of the static theory of consumers’
demand while permitting the relaxation of one of the basic implicit
assumptions of the current theory — namely, that the consumption
behaviour of any individual is independent of the consumption of
others. This will permit us to take account of consumers’ motivations
not heretofore incorporated into the theory. To be more specific,
the proposed analysis is designed to take account of the desire of
people to wear, buy, do, consume, and behave like their fellows; the
desire to join the crowd, be ‘“one of the boys,” etc. — phenomena, of
mob motivations and mass psychology either in their grosser or more
delicate aspects. This is the type of behaviour involved in what we
shall call the “bandwagon effect.” On the other hand, we shall also
attempt to take account of the search for exclusiveness by individuals
through the purchase of distinctive clothing, foods, automobiles,
houses, or anything else that individuals may believe will in some way
set them off from the mass of mankind — or add to their prestige,
dignity, and social status. In other words, we shall be concerned
with the impact on the theory created by the potential nonfunctional
utilities inherent in many commodities.

2. The Past Literature

The past literature on the interpersonal aspects of utility and
demand can be divided into three categories: sociology, welfare
economics, and pure theory. The sociological writings deal with the
phenomena of fashions and conspicuous consumption and their rela-
tionship to social status and human behaviour. This treatment of
the subject was made famous by Veblen — although Veblen, con-
trary to the notions of many, was neither the discoverer nor the first
to elaborate upon the theory of conspicuous consumption. John Rae,
writing before 1834, has quite an extensive treatment of conspicuous
consumption, fashions, and related matters pretty much along
Veblenian lines.® Rsde attributes many of these ideas to earlier

5. John Rae, The Sociological Theory of Capital (London: The Macmillan

Co., 1905), especially Chap. XIII, “Of Economic Stratification,” and Appendix
I, “Of Luxury,” pp. 218-276.
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BANDWAGON, SNOB, AND VEBLEN EFFECTS 185

writers, going so far as to find the notion of conspicuous consumption
in the Roman poet Horace; and a clear statement of the “keeping
up with the Joneses” idea in the verse of Alexander Pope.! An excel-
lent account of how eighteenth and nineteenth century philosophers
and economists handled the problem of fashion is given in Norine
Foley’s article “Fashion.”” For the most part, these treatments are
of a “sociological”’ nature.

The economist concerned with public policy will probably find
the “economic welfare” treatment of the problem most interesting.
Here, if we examine the more recent contributions first and then go
backward, we find examples of current writers believing they have
stumbled upon something new, although they had only rediscovered
what had been said many years before. Thus, Professor Melvin
Reder in his recent treatment of the theory of welfare economics
claims that ‘... there is another type of external repercussion
which is rarely, if ever, recognized in discussions of welfare economies.
It occurs where the utility function of one individual contains, as
variables, the quantities of goods consumed by other persons.’®
It can only be lack of awareness of the past literature that causes
Reder to imply that this consideration has not been taken up before.
Among those who considered the problem earlier are J. E. Meade,?
A, C. Pigou,! Henry Cunynghame,? and John Rae.?

The similarity in the treatment of this matter by Reder and Rae
is at times striking. For example, Reder suggests that legislation
forbidding “invidious expenditure” may result in an increase in
welfare by freeing resources from “competitive consumption” to
other uses.* In a similar vein Rae argued that restrictions on the
trade of “pure luxuries” can only be a gain to some and a loss to none,
in view of the labor saved in avoiding the production of “pure
luxuries.” It is quite clear from the context that what Rae calls
“pure luxuries’ is exactly the same as Reder’s commodities that enter
into “competitive consumption.”’s

6. Ibid., pp. 249 and 253.

7. Economic Journal, 1893, pp. 458-474.

8. Studies in the Theory of Welfare Economics (New York: Columbia Uni-
versity Press, 1947), p. 64. Italics mine.

51). 5‘(;Mr. Lerner on the Economics of Control,” Economic Journal, 1945,
PP 1. T.he Economics of Welfare (4th Edition, 1929), pp. 190-192, 225-226, 808.

2. “SBome Improvements in Simple Geometrical Methods of Treating
Exchange Value, Monopoly, and Rent,” Economic Journal, 1892, pp. 35-39.

3. Rae, op. cit., pp. 277-296.

4. Reder, op. cit., pp. 65-66.
5. Rae, op. cit., pp. 282-288.
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One reason why the interpersonal effects on demand have been
ignored in current texts may be the fact that Marshall did not con-
sider the matter in his Principles. We know, however, from Marshall’s
correspondence,® that he was aware of the problem. Both Cunyng-
hame and Pigou pointed out that Marshall’s treatment of consumers’
surplus did not take into account interpersonal effects on utility.
Marshall seemed to feel that this would make the diagrammatical
treatment too complex. Recently, Reder” and Samuelson® noticed
that external economies and diseconomies of consumption may vitiate
(or, at best, greatly complicate) their “new” welfare analysis, and
hence, in true academic fashion, they assume the problem away.
This, however, is not the place to examine the question in detail.

The only attack on the problem from the point of view of pure
theory that the writer could find? is a short article by Professor
Pigou.! In this article Pigou sets out to inquire under what circum-
stances the assumption of the additivity of the individual demand
curves “adequately conforms to the facts, and, when it does not so
conform, what alternative assumption ought to be substituted for
it.””? It is obvious that the particular choice of alternative assump-
tions will determine (a) whether a solution can, given the existing
analytical tools, be obtained, and (b) whether such a solution is rele-
vant to the real world. Pigou’s treatment of the problem is, unfortu-
nately, exceedingly brief. He attempts to deal with non-additivity in
both supply and demand curves within the confines of six pages. In
examining the additivity assumption he points out that it is war-
ranted when (1) the demand for the commodity is wholly for the
direct satisfaction yielded by it or, (2) where disturbances to equi-
librium are so small that aggregate output is not greatly changed.

6. Pigou, Memorials of Alfred Marshall, pp. 433 and 450. These are Mar-
shall’s letters to Pigou and Cunynghame which indicate that Marshall had read
the articles (E. J. 1892, and E. J. 1903), where Pigou and Cunynghame consider
the matter.

7. Reder, op. cit., p. 67. “We shall assume, throughout its remainder, that
the satisfaction of one individual does not depend on the consumption of another.”

8. Foundations of Economic Analysis, p. 224.

9. James S. Duesenberry, in his recent book, Income, Saving, and the Theory
of Consumer Behavior (Harvard University Press, 1949), considers problems of
a somewhat similar nature but handles them in quite a different manner. Chapter
VI on interdependent preferences and the “new” welfare analysis is especially
worthy of mention. Duesenberry’s treatment of the problem helps considerably
to fill an important gap in the current theory. Unfortunately, Mr. Duesenberry’s
work came to the attention of the writer too late to be given the detailed con-
sideration it deserves.

1. “The Interdependence of Different Sources of Demand and Supply in a
Market,” Economic Journal, 1913, pp. 18-24.

2. Ibid., p. 18.
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After briefly suggesting some of the complexities of non-additivity
he concludes that the ¢ . . . problems, for the investigation of which
it is necessary to go behind the demand schedule of the market as a
whole, are still, theoretically, soluble; there are a sufficient number
of equations to determine the unknowns.””® This last point, which is
not demonstrated in Pigou’s article, is hardly satisfying since it has
been shown that the equality of equations and unknowns is not a
sufficient condition for a determinate solution, or indeed for any
solution, to exist.t

3. The Approach and Limits of the Ensuing Analysis

It should, perhaps, be pointed out at the outset that the ensuing
exposition is limited to statics. In all probability, the most interest-
ing parts of the problem, and also those most relevant to real prob-
lems, are its dynamic aspects. However, a static analysis is probably
necessary, and may be of significance, in order to lay a foundation
for a dynamic analysis. In view of the limitations to be set on the
following analysis, it becomes necessary to demarcate clearly the
conceptual borderline between statics and dynamics.

There are, unfortunately, numerous definitions of statics and
there seems to be some confusion on the matter. In view of this it
will not be possible to give the definition of statics. All that we can
hope to do is to choose a definition that will be consistent with and
useful for our purposes — and also one that at the same time does
not stray too far from some of the generally accepted notions about
statics. Because of the fact that we live in a dynamic world most
definitions of statics will imply a state of affairs that contradicts our
general experience. But this is of necessity the case. What we must
insist on is internal consistency but we need not, at this stage, require
“realism.”

Our task, then, is to define a static situation — a situation in
which static economics is applicable. Ordinarily, it is thought that
statics is in some way “timeless.” This need not be the case. For
our purposes, a static situation is not a ‘“timeless” situation, nor is
static economics timeless economics. It is, however, “temporally
orderless” economics. That is, we shall define a static situation as
one in which the order of events is of no significance. We, therefore,

3. Itnd., p. 24.

4. On this point ¢f. Morgenstern, ‘Professor Hicks on Value and Capital,”
Journal of Political Economy, June 1941, pp. 368-376. See also part of an article
by Don Patinkin, “The Indeterminacy of Absolute Prices in Classical Economic

Theory,” Econometrica, January 1949, pp. 310-311, which sets out the conditions
under which systems of homogeneous equations will possess no solution.
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abstract from the consequences of the temporal order of events.’
The above definition is similar to, but perhaps on a slightly higher
level of generality than, Hicks’s notion that statics deals with ‘“those
parts of economic theory where we do not have to trouble about
dating.”

In order to preserve internal consistency, it is necessary to assume
that the period of reference is one in which the consumer’s income and
expenditure pattern is synchronized. And, we have to assume also
that this holds true for all consumers. In other words, we assume
that both the income patterns and the expenditure patterns repeat
themselves every period. There is thus no overlapping of expenditures
from one period into the next. This implies, of course, that the
demand curve reconstitutes itself every period.” The above implies
also that only one price can exist during any unit period and that
price can change only from period to period. A disequilibrium can,
therefore, be corrected only over two or more periods.

I1. FuNcTIONAL AND NONFUNCTIONAL DEMAND

At the outset it is probably best to define clearly some of the
basic terms we are going to use and to indicate those aspects of
demand that we are going to treat. The demand for consumers’
goods and services may be classified according to motivation. The
following classification, which we shall find useful, is on a level of
abstraction which, it is hoped, includes most of the motivations
behind consumers’ demand.

A. Functional
B. Nonfunctional
1. External effects on utility
(a) Bandwagon effect
(b) Snob effect
(¢) Veblen effect
2. Speculative
3. Irrational

By functional demand is meant that part of the demand for a
commodity which is due to the qualities inherent in the commodity

5. An excellent discussion of the above problem, the relationship between
the notions of time in economics and various definitions of statics and dynamics,
can be found in W. C. Hood, “Some Aspects of the Treatment of Time in Economic
Theory,” The Canadian Journal of Economics and Political Science, 1948, pp.
453-468.

6. Value and Capilal, p. 115.

7. The above assumptions are necessary in order to take care of some of the
difficulties raised by Professor Morgenstern in “Demand Theory Reconsidered.”
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itself. By nonfunctional demand is meant that portion of the demand
for a consumers’ good which is due to factors other than the qualities
inherent in the commodity. Probably the most important kind of
nonfunctional demand is due to external effects on utility. That is,
the utility derived from the commodity is enhanced or decreased
owing to the fact that others are purchasing and consuming the same
commodity, or owing to the fact that the commodity bears a higher
rather than a lower price tag. We differentiate this type of demand
into what we shall call the ‘“bandwagon” effect, the “snob” effect,
and the “Veblen” effect.® By the bandwagon effect, we refer to the
extent to which the demand for a commodity is increased due to the
fact that others are also consuming the same commodity. It repre-
sents the desire of people to purchase a commodity in order to get
into “the swim of things”; in order to conform with the people they
wish to be associated with; in order to be fashionable or stylish; or,
in order to appear to be “one of the boys.” By the snob effect we
refer to the extent to which the demand for a consumers’ good is
decreased owing to the fact that others are also consuming the same
commodity (or that others are increasing their consumption of that
commodity). This represents the desire of people to be exclusive;
to be different; to dissociate themselves from the ‘“common herd.”
By the Veblen effect we refer to the phenomenon of conspicuous
consumption; to the extent to which the demand for a consumers’
good is increased because it bears a higher rather than a lower price.
We should perhaps emphasize the distinction made between the snob
and the Veblen effect — the former is a function of the consumption
of others, the latter is a function of price.® This paper will deal
almost exclusively with these three types of nonfunctional demand.

For the sake of completeness there should perhaps be some
explanation as to what is meant by speculative and irrational demand.
Speculative demand refers to the fact that people will often “lay in”
a supply of a commodity because they expect its price to rise. Irra-
tional demand is, in a sense, a catchall category. It refersto purchases
that are neither planned nor calculated but are due to sudden urges,
whims, etc., and that serve no rational purpose but that of satisfying
sudden whims and desires.

8. Itis assumed from here on that the reader will be aware that these terms
will be used in the special sense here defined, and hence the quotation marks will
hereafter be deleted.

9. Some writers have not made the above distinction but have combined
the two effects into what they termed ‘“‘snob behaviour” (see Morgenstern,
op. cit., p. 190). The above does not imply that our distinction is necessarily the
“correct’” one, but only that it is found useful in our analysis.
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Intheaboveit wasassumed throughout thatincomeis a parameter.
If income is not given but allowed to vary, then the income effect on
demand may in most cases be the most important effect of all. Also,
it may be well to point out that the above is only one of a large num-
ber of possible classifications of the types of consumers’ demand —
classifications that for some purposes may be superior to the one
here employed. We therefore suggest the above classification only
for the purposes at hand and make no claims about its desirableness,
or effectiveness, in any other use.

III. Tue BanpwaGgoN ErrEcT
1. A Conceptual Experiment

Our immediate task is to obtain aggregate demand curves of
various kinds in those cases where the individual demand curves are
non-additive. First we shall examine the case where the bandwagon
effect is important. In its pure form this is the case where an indi-
vidual will demand more (less) of a commodity at a given price
because some or all other individuals in the market also demand more
(less) of the commodity.

One of the difficulties in analyzing this type of demand involves
the choice of assumptions about the knowledge that each individual
possesses. This implies that everyone knows the quantity that will be
demanded by every individual separately, or the quantity demanded
by all individuals collectively at any given price — after all the
reactions and adjustments that individuals make to each other’s
demand has taken place. On the other hand, if we assume ignorance
on the part of consumers about the demand of others, we have to
make assumptions as to the nature and extent of the ignorance —
ignorance is a relative concept. A third possibility, and the one that
will be employed at first, is to devise some mechanism whereby the
consumers obtain accurate information.

Another problem involves the choice of assumptions to be made
about the demand behaviour of individual consumers. Three possi-
bilities suggest themselves: (1) The demand of consumer A (at
given prices) may be a function of the total demand of all others in
the market collectively. Or, (2) the demand of consumer A may be
a function of the demand of all other consumers both separately and
collectively. In other words, A’s demand may be more influenced
by the demand of some than by the demand of others. (3) A third
possibility is that A’s demand is a function of the number of people
that demand the commodity rather than the number of units demanded.
More complex demand behaviour patterns that combine some of the
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elements of the above are conceivable. For present purposes it is
best that we assume the simplest one as a first approximation.!
Initially, therefore, we assume that A’s demand is a function of the
units demanded by all others collectively. This is the same as saying
that A’s demand is a function of total market demand at given
prices, since A always knows his own demand, and he could always
subtract bis own demand from the total market demand to get the
quantity demanded by all others.

In order to bring out the central principle involved in the ensuing
analysis, consider the following gedankenexperiment. A known product
is to be introduced into a well-defined market at a certain date. The
nature of the product is such that its demand depends partially on
the functional qualities of the commodity, and partially .on whether
many or few units are demanded. Our technical problem is to com-
pound the nonadditive individual demand curves into a total market
demand curve, given sufficient information about the individual
demand functions. Now, suppose that it is possible to obtain an
accurate knowledge of the demand function of an individual through
a series of questionnaires. Since an individual’s demand is, in part,
a function of the total market demand, it is necessary to take care
of this difficulty in our questionnaires. We can have a potential
consumer fill out the first questionnaire by having him assume that
the total market demand, at all prices, is a given very small amount
— say 400 units. On the basis of this assumption the consumer
would tell us the quantities he demands over a reasonable range of
prices. Subjecting every consumer to the same questionnaire, we
add the results across and obtain a market demand curve that would
reflect the demand situation if every consumer believed the total
demand were only 400 units. This, however, is not the real market
demand function under the assumption of the possession of accurate
market information by consumers, since the total demand (at each
price) upon which consumers based their replies was not the actual
market demand (at each price) as revealed by the results of the
survey. Let us call the results of the first survey “schedule No. 1.”

We can now carry out a second survey, that is, subject each
consumer t0 a second questionnaire in which each one is told that
schedule No. 1 reflects the total quantities demanded, at each price.

1. As is customary in economic theory the ensuing analysis is carried out
on the basis of a number of simplifying assumptions. The relaxation of some of
the simplifying assumptions and the analysis of more complex situations must
await some other occasion. The present writer has attempted these with respect to

some of the simplifying assumptions but the results cannot be included within
the confines of an article of the usual length,
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Aggregating the replies we obtain schedule No. 2. Schedule No. 1
then becomes a parameter upon which schedule No. 2 is based. In
a similar manner we can obtain schedules No. 3, No. 4, ..., No. »
in which each schedule is the result of adding the quantities demanded
by each consumer (at each price), if each consumer believes that the
total quantities demanded (at each price) are shown by the previous
schedule. Now, the quantities demanded in schedule No. 2 will be
greater than or equal to the quantities demanded in schedule No. 1
for the same prices. Some consumers may increase the quantity they
demand when they note that the total quantity demanded, at given
prices, is greater than they thought it would be. As long as some
consumers or potential consumers continue to react positively to
increases in the total quantity demanded the results of successive
surveys will be different. That is, some or all of the quantities
demanded in schedule No. 1 will be less than the quantities demanded
at the same prices, in schedule No. 2, which in turn will be equal to
or less than the quantities demanded, at the same prices, in schedule
No. 3, and so on.

At this point it is appropriate to introduce a new principle with
the intention of showing that this process cannot go on indefinitely.
Sooner or later two successive schedules will be identical. If two
successive surveys yield the same market demand schedules, then an
equilibrium situation exists since the total quantities demanded, at
each price, upon which individual consumers based their demand,
turns out to be correct. Thus, if schedule No. n is identical with
schedule No. n-1, then schedule No. » is the actual market demand
funetion for the product on the assumption that consumers have
accurate information of market conditions.

The question that arises is whether there is any reason to suppose
that sooner or later two successive surveys will yield exactly the same
result. This would indeed be the case if we could find good reason
to posit a principle to the effect that for every individual there is
some point at which he will cease to increase the quantities demanded
for a commodity, at given prices, in response to incremental increases
in total market demand. Such a principle would imply that beyond
a point incremental increases in the demand for the commodity by
others have a decreasing influence on a consumer’s own demand; and,
further, that a point is reached at which these increases in demand
by others have no influence whatsoever on his own demand. It
would, of course, also be necessary to establish that such a principle
holds true for every consumer. It would not be inappropriate to call
this the principle of diminishing marginal external consumption effect.
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Does such a principle really exist? There are some good reasons for
believing that it does. First, the reader may note that the principle
is analogous to the principle of diminishing marginal utility. As the
total market demand grows larger, incremental increases in total
demand become smaller and smaller proportions of the demand. It
sounds reasonable, and probably appeals to us intuitively that an
individual would be less influenced, and indeed take less notice of,
a one per cent increase in total demand, than of a ten per cent increase
in total demand, though these percentage increases be the same in
absolute amount. Second, we can probably appeal effectively to gen-
eral experience. There are no cases in which an individual’s demand
for a consumers’ good increases endlessly with increases in total
demand. If there were two or more such individuals in a market
then the demand for the commodity would increasein an endless
spiral. Last but not least, the income constraint is sufficient to estab-
lish that there must be a point at which increases in a consumer’s
demand must fail to respond to increases in demand by others. Since
every consumer is subject to the income constraint, it must follow
that the principle holds for all consumers.?

Now, to get back to our conceptual experiment, we would find
that after administering a sufficient number of surveys, we would
sooner or later get two surveys that yield identical demand schedules.
The result of the last survey would then represent the true demand
situation that would manifest itself on the market when the com-
modity was offered for sale. We may perhaps justly call such a
demand function the equilibrium demand function — or demand
curve. The equilibrium demand curve is the curve that exists when
the marginal external consumption effect for every consumer, but
one,® at all alternate prices is equal to zero. All other demand curves
may be conceived as disequilibrium curves that can exist only because
of temporarily imperfect knowledge by consumers of other people’s
demand. Once the errors in market information were discovered
such a curve would move to a new position.

2. The Bandwagon Effect — Diagrammatical Method

The major purpose of going through the conceptual experiment
with its successive surveys was to illustrate the diminishing marginal

2. If the reader should object to our dignifying the diminishing marginal
external consumption effect by calling it a principle or a law, we could point out
that if it is not a “law,” then it must be an equilibrium condition.

3. The fact that the marginal external consumption effect of one consumer
is greater than zero can have no effect on the demand schedule since total market
demand, at any given price, cannot increase unless there are at least two consumers
who would react on each other’s demand.
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external consumption effect and to indicate its role in obtaining a
determinate demand curve. There is, however, a relatively simple
method for obtaining the market demand function in those cases
where external consumption effects are significant. This method will
allow us to compare some of the properties of the “bandwagon
demand curve” with the usual “functional” demand curve; and, it
will also allow us to separate the extent to which a change in demand
is due to a change in price, and the extent to which it is due to the
bandwagon effect.

Given a certain total demand for a commodity as a parameter,*
every individual will have a demand function based on this total
market demand. Let the alternative total market demands that will
serve as parameters for alternate individual demand functions be
indicated as superscripts a, b, ... n (where ¢ < b < ... <n). Let
the individual demand functions be di, ds, . . . d,; where every sub-
script indicates a different consumer. Thus di is the individual
demand curve for consumer 3 if the consumer believes that the total
market demand is ¢ units. Similarly dsg is the individual demand
curve for the 500th consumer if he believes that the total market
demand will be m units. We could now add across di, d3, d3, . . .,
d; which will give us the market demand curve D? which indicates
the quantities demanded at alternate prices if all consumers believed
that the total demand was ¢ units. In the same manner we can
obtain D’, D", ..., D". These hypothetical market demand curves
D° D% D, ..., D" are shown in Figure 1. Now, if we assume that
buyers have accurate knowledge of market conditions (7.e., of the
total quantities demanded at every price) then only one point on
any of the curves D% D’ . .., D" could be on the real or equilibrium
demand curve. These are the points on each curve D% D°, ..., D"
that represent the amounts on which the consumers based their
individual demand curves; that is, the amounts that consumers
expected to be the total market demand. These points are labeled
in Figure 1 as E° E°, ..., E". They are a series of virtual equilib-
rium points. Given that consumers possess accurate market informa-
tion, E° E°, ..., E", are the only points that can become actual

4. The reader should note that the analysis in the following pages is based
on & somewhat different assumption than the gedankenezperiment. In the dia-
grams that follow each demand curve (other than the equilibrium demand curve)
is based on the assumption that consumers believe that a fixed amount will be
taken off the market at all prices. There is more than one way of deriving the
equilibrium demand curve. The earlier method helped to bring out the nature
of the central principle that is involved, while the method which follows will
enable us to separate price effects from bandwagon effects and snob effects, ete.
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quantities demanded. The locus of all these points Dp is therefore
the actual demand curve for the commodity.

It may be of interest, at this point, to break up changes in the
quantity demanded due to changes in price into a price effect and a
bandwagon effect; that is, the extent of the change that is due to
the change in price, and the extent of the change in demand that is
due to consumers adjusting to each other’s changed consumption.?
With an eye on Figure 1 consider the effects of a reduction in price
from P; to P;. The increase in demand after the change in price is
ac. Only part of that increase, however, is due to the reduction in
price. To measure the amount due to the reduction in price we go
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along the demand curve D® to P, which tells us the quantity that
would be demanded at P, if consumers did not adjust to each other’s
demand. This would result in an increase in demand of ax. Due to

5. We are now really in the area of ‘“‘comparative statics.” It may be
recalled that we defined statics and our unit period in such a way that only one
price holds within any unit period. Thus, when we examine the effects of a
change in price we are really examining the reasons for the differences in the
quantities demanded at one price in one unit period and another price in the
succeeding unit period.
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the bandwagon effect, however, an additional number of consumers
are induced to enter the market or to increase their demands. There
is now an additional increase in demand of z¢ after consumers have
adjusted to each other’s increases in consumption. Exactly the same
type of analysis can, of course, be carried out for increases as well
as for decreases in price.

We may note another thing from Figure 1. The demand curve
Dg is more elastic than any of the other demand curves shown in the
diagram. This would suggest that, other things being equal, the
demand curve will be more elastic if there is a bandwagon effect than
if the demand is based only on the functional attributes of the com-
modity. This, of course, follows from the fact that reactions to price
changes are followed by additional reactions, in the same direction,
to each other’s changed consumption.

3. Social Taboos and the Bandwagon Effect

Social taboos, to the extent that they affect consumption, are,
in a sense, bandwagon effects in reverse gear. That is to say, some
people will not buy and consume certain things because other people
are not buying and consuming these things. Thus, there may not be
any demand for a commodity even though it has a functional utility,
although, apart from the taboo, it would be purchased. Individual
A will not buy the commodity because individuals B, C, and D do
not, while individuals B, C, and D may refrain from consumption for
the same reasons. It is not within the competence of the economist
to investigate the psychology of this kind of behaviour. For our
purposes we need only note that such behaviour exists and attempt
to analyze how such behaviour affects the demand function.

We can proceed as follows. Let di be the demand curve of the
least inhibited individual in the market, where the superscript z is
the total quantity demanded in the market upon which he bases his
individual demand. Suppose that at market demand z consumer 1
will demand at some range of prices one unit of the commodity,
but at no price will he demand more. If he believes, however, that
the total market demand is less than z units he will refrain from
making any purchases. Since, ex hypothesi, consumer 1 is the least
inhibited consumer, he will, at best, be the only one who will demand
one unit of the commodity if consumers expect the total market
demand to be x units. It must be clear, then, that z units cannot be
a virtual equilibrium point, since only points where the total expected
quantity demanded is equal to the actual quantity demanded can
be points on the real demand curve, and the quantity z cannot at
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any price be a point where expected total demand is equal to actual
total demand. Now, if the total expected demand were z + 1 the
actual demand might increase, say, to 2 units. At expected total
demands z + 2 and z 4+ 3, more would enter the market and the
actual demand would be still greater since the fear of being different
is considerably reduced as the expected demand is increased. With
given increases in the expected total demand there must, at some
point, be more than equal increases in the actual demand, because,
if a real demand curve exists at all, there must be some point where
the expected demand is equal to the actual demand. That point
may exist, say, at £ + 10. That is, at an expected total demand of
z + 10 units a sufficient number of people have overcome their
inhibitions to being different so that, at some prices, they will actually
demand z + 10 units of the commodity. Let us call this point “T”’
— it is really the “taboo breaking point.” The maximum bid (the
point T* in Figure 2) of the marginal unit demanded if the total
demand were T units now gives us the first point on the real demand
curve (the curve Dg.).

How social taboos may affect the demand curve is shown in
Figure 2. Tt will be noted that the price axis shows both positive and
negative ‘“‘prices.” A negative price may be thought of as the price
it would be necessary to pay individuals in order to induce them to
consume in public a given amount of the commodity; that is, the
price that it would be necessary to pay the consumers in order to
induce them to disregard their aversion to be looked upon as odd
or peculiar.

As we have already indicated, the point T in Figure 2 is the
“taboo breaking point.” T represents the number of units at which
an expected total quantity demanded of T units would result in an
actual quantity demanded of T' units at some real price. Now, what
has to be explained is why an expected demand of less than T units,
say T — 3 units, would not yield an actual demand of T — 3 units
at a positive price but only at a ‘“negative price.”” Let the curve
DT~3 be the demand curve that would exist if consumers thought
the total demand was T — 3. Now, at any positive price, say Ps,
the amount demanded would be less than T' — 3, say T — 7. The
price P; can therefore exist only if there is inaccurate information of
the total quantity demanded. Once consumers discovered that at
P;only T — 7 was purchased, and believed that this was the demand
that would be sustained, their demand would shift to the DT
curve. At P; the amount purchased would now be less than T — 7
and demand would now shift to a curve to the left of the D77
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curve. This procedure would go on until the demand was zero at
P;. We thus introduce a gap into our demand function and focus
attention on an interesting psychological phenomenon that may
affect demand. What we are suggesting, essentially, is that given
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‘“ageeurate expectations’” of the total quantity demanded on the part
of consumers, there is a quantity less than which there will not be
any quantity demanded at any real price. In other words, this is
2 case in which a commodity will either “go over big” or not “go
over” at all. It will be noted that at P; zero units or 7' + 20 units
(Figure 2) may be taken off the market given “accurate expectations”
of the total quantity demanded. It would seem, thervefore, that
“accurate expectations” of the total quantity demanded at P; can
have two values depending upon whether people are generally pessi-
mistic or optimistic about other consumers’ demands for the com-
modity in question. If everybody expects that everybody else would
not care much for the commodity, then zero units would be the
accurate expectation of the total quantity demanded; if everybody,
on the other hand, expects others to take up the commodity with

6102 U2JBIN G| UO JoBuIS UsABIS ‘g1 Haydeq Aq Gy61E61/E81/Z/¥9/0BISqe-a]o1E/8[b/UW0D dNO DILSPEDE//:SA)Y WO} POPEOJUMOQ



BANDWAGON, SNOB, AND VEBLEN EFFECTS 199

some degree of enthusiasm,® then 7' 4 20 units would be the accurate
expectation of the total quantity demanded. The factors that would
determine one set of expectations rather than the other are matters
of empirical investigation in the field of social psychology. The
factors involved may be the history of the community, the people’s
conservatism or lack of conservatism, the type and quantity of
advertising about the commodity under consideration, etc.

The really significant point in Figure 2 is T", the first point on
the real demand curve Dp. As already indicated, it is the point at
which the maximum bid of the marginal unit demanded is P; and the
total market demand is 7 units. If the price were higher than P;,
the 7" unit would not be demanded and all buyers would leave the
market because of the effect of the taboo at less than a consumption
of T units.” By way of summary we might say that the whole point
of this section is an attempt to show that in cases where social taboos
affect demand the real demand curve may not start at the price-axis
but that the smallest possible quantity demanded may be some
distance to the right of the price-axis.

IV. Tae Sxos ErrEcT

Thus far, in our conceptual experiment and diagrammastic analysis,
we have considered only the bandwagon effect. We now consider
the reverse effect — the demand behaviour for those commodities
with regard to which the individual consumer acts like a snob. Here,
too, we assume at first that the quantity demanded by a consumer
is a function of price and of the total market demand, but that the
individual consumer’s demand is negatively correlated with the total
market demand. In the snob case it is rather obvious that the external
consumption effect must reach a limit although the limit may be
where one snob constitutes the only buyer. For most commodities
and most buyers, however, the motivation for exclusiveness is not
that great; hence the marginal external consumption effect reaches
zero before that point. If the commodity is to be purchased at all,
the external consumption effect must reach a limit, at some price,
where the quantity demanded has a positive value. From this it
follows that after a point the principle of the diminishing marginal
external consumption effect must manifest itself. We thus have in
the snob effect an opposite but completely symmetrical relationship
to the bandwagon effect.

6. If consumers have accurate expectations of the degree of enthusiasm
with which others will take up the product, then they will expect demand to be
T + 20 units.

7. Thisisa ‘“pure’ case where all buyers are governed by taboo considerations.
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The analysis of markets in which all consumers behave as snobs
follows along the same lines as our analysis of the bandwagon effect.
Because of the similarity we will be able to get through our analysis
of the snob effect in short order. We begin, as before, by letting the
alternate total market demands that serve as parameters for alternate
individual demand curves be indicated by the superscripts a, b, .. ., n
(where @ < b < n). Let the individual demand functions be di, ds,
. . . d,,, where there are n consumers in the market. Again, d$ signifies
the individual demand curve for consumer 3 on the assumption that
he expects the total market demand to be “a’’ units. By adding

& +di+ ... +ds=D"
& +di+ - +dh =D

.

@+ di+ -+ dy= D"

we obtain the market demand functions on the alternate assumptions
of consumers expecting the total market demandstobe a, b, . . ., n.
Due to snob behaviour the curves D% D, . .., D" move to the left
as the expected total market demand increases. This is shown in
Figure 3. Using the same procedure as before we obtain the virtual
equilibrium points E%, EY, . .., E". They represent the only points
on the curves D% D° ..., D" that are consistent with consumers’
expectations (and hence with the assumption of accurate information).
The locus of these virtual equilibrium points is the demand curve Dg.

Now, given a price change from P, to P; we can separate the
effect of the price change into a price effect and a snob effect. In
Figure 3 we see that the net increase in the quantity demanded due
to the reduction in price is ab. The price effect, however, is ax. That
is, if every consumer expected no increase in the total quantity
demanded then the total quantity demanded at P; would be Oz. The
more extreme snobs will react to this increase in the total quantity
demanded and will leave the market.! The total quantity demanded
will hence be reduced by bxz. The net result is therefore an increase
in demand of only ab.

It may be of interest to examine some of the characteristics of
the curves in Figure 3. First we may note that all the points on the
curves other than Dg (except E° E°, . .., E") are theoretical points
that have significance only under conditions of imperfect knowledge.

8. The other snobs will, of course, reduce their demand but not by an amount
large enough to leave the market.
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Second, we may note from the diagram that the demand curve for
snobs is less elastic than the demand curves where there are no snob
effects. The reason for this, of course, is that the increase in demand
due to a reduction in price is counterbalanced, in part, by some snobs
leaving the market because of the increase in total consumption (z.e.,
the decrease in the snob value of the commodity). It should be clear,
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however, that the snob effect, as defined, can never be in excess of
the price effect since this would lead to a basic contradiction. If the
snob effect were greater than the price effect, then the quantity
demanded at a lower price would be less than the quantity demanded
at a higher price. This implies that some of the snobs in the market
at the higher price leave the market when there is a reduction in the
total quantity demanded; which, of course, is patently inconsistent
with our definition of snob behaviour. It therefore follows that the
snob effect is never greater than the price effect. It follows, also,
that Dg is monotonically decreasing if D% D® .. .. D" are mono-
tonically decreasing.?

9. We shall see below however that the snob effect plus the Veblen effect
combined can be greater than the price effect.
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Finally, it may be interesting to note another difference between
the usual functional demand curve and the Dg curve. In the usual
demand curve the buyers at higher prices always remain in the
market at lower prices. That is, from the price point of view, the
bids to buy are cumulative downward. This is clearly not the case
in the Dg curve. Such terms as intramarginal buyers may be
meaningless in snob markets.

V. TeE VEBLEN ErrEcT

Although the theory of conspicuous consumption as developed
by Veblen and others is quite a complex and subtle sociological
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Price effect = ST
Veblen effect = — TR
Net effect = — SR

construct we can, for our purposes, quite legitimately abstract from
the psychological and sociological elements and address our attention
exclusively to the effects that conspicuous consumption has on the
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demand function. The essential economic characteristic with which
we are concerned is the fact that the utility derived from a unit of
a commodity employed for purposes of conspicuous consumption
depends not only on the inherent qualities of that unit, but also on
the price paid for it. It may, therefore, be helpful to divide the price
of a commodity into two categories; the real price and the conspicuous
price. By the real price we refer to the price the consumer paid for
the commodity in terms of money. The conspicuous price is the
price other people think the consumer paid for the commodity! and
which therefore determines its conspicuous consumption utility.
These two prices would probably be identical in highly organized
markets where price information is common knowledge. In other
markets, where some can get “bargains” or special discounts the real
price or conspicuous price need not be identical. In any case, the
quantity demanded by a consumer will be a function of both the real
price and the conspicuous price.

The market demand curve for commodities subject to conspicuous
consumption can be derived through a similar diagrammatical method
(summarized in Figure 4). This time we let the superscripts 1, 2,

.., n stand for the expected conspicuous prices. The real prices
are Py, Py, ..., P,. The individual demand functions are d;, d,,

.., d,. In this way d3 stands for the demand curve of consumer
number 6 if he expects a conspicuous price of P5.2 We can now add
across di, d, . .., di and get the market demand curve D! which
indicates the quantities demanded at alternate prices if all consumers
expected a conspicuous price of Pi. In a similar manner we obtain
D D3 ...,D". The market demand curves will, of course, up to
a point, shift to the right as the expected conspicuous price increases.
Now on every curve D, D?, . .., D" in Figure 4 only one point can
be a virtual equilibrium point if we assume that consumers possess
accurate market information — the point where the real price is equal
to the conspicuous price (that is, where Py = P}, P, = Ps, ...,
P, = P}). The locus of these virtual equilibrium points E!, E?
..., E" gives us the demand curve Dy.

As before, we can separate the effects of a change in price into
two effects — the price effect, and, what we shall call for want of a
better term, the Veblen effect. In Figure 4 it will be seen that a

1. More accurately, the conspicuous price should be the price that the
consumer thinks other people think he paid for the commodity.

2. The expected conspicuous prices are distinguished from the real prices
by adding the superseript ¢ to the P’s. Thus, to the range of real prices Py, P

..., Pu, we have a corresponding range of conspicuous prices denoted by P,
Pe ., Pe.

2 ° n
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change in price from P, to P; will reduce the quantity demanded by
RS. The price effect is to increase the quantity demanded by ST';
that is, the amount that would be demanded if there were no change
in the expected conspicuous price would be OT. However, at the
lower price a number of buyers would leave the market because of
the reduced utility derived from the commodity at that lower con-
spicuous price. The Veblen effect is therefore RT.

It should be noted that unlike the Dg curve, the Dy curve can
be positively inclined, negatively inclined or a mixture of both. It
all depends on whether at alternate price changes the Veblen effect
is greater or less than the price effect. It is possible that in one por-
tion of the curve one effect may predominate while in another por-
tion another may predominate. It is to be expected, however, that
in most cases, if the curve is not monotonically decreasing it will be
shaped like a backward 8, as illustrated in Figure 5A. The reasons
for this are as follows: First, there must be a price so high that
no units of the commodity will be purchased at that price owing to
the income constraint (among other reasons). This is the price P,

P P P
Pn Pn Pﬂ
R
R
R

s sq
0 TQoO T Qo0 T Q

FIGURE 5A FIGURE 5B FIGURE 5C

in Figure 5A, and it implies that there must be some point at which
the curve shifts from being positively inclined to being negatively in-
clined as price increases. Second, there must be some point of satiety
for the good. This is the point 7' in Figure 5A. It therefore follows
that some portion of the curve must be monotonically decreasing to
reach T if there exists some minimum price at which the Veblen
effect is zero. It is of course reasonable to assume that there is some
low price at which the commodity would cease to have any value
for purposes of conspicuous consumption. If this last assumption
does not hold, which is unlikely, then the curve could have the shape
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indicated in Figure 5C. Otherwise, it would have the general shape
indicated in Figure 5A, or it might be in two segments as illustrated
in Figure 5B.

VI. Mixep ErrECTS

Any real market for semidurable or durable goods will most
likely contain consumers that are subject to one or a combination of
the effects discussed heretofore. Combining these effects presents
no new formal difficulties with respect to the determination of the
market demand curve, although it complicates the diagrammatic
analysis considerably. The major principle, however, still holds.
For any price there is a quantity demanded such that the marginal
external consumption effect (or the marginal Veblen effect) for all
buyers but one, is zero. This implies that for every price change
there is a point at which people cease reacting to each other’s quantity
changes, regardless of the direction of these reactions. If this is so,
then for every price there is a determinate quantity demanded, and
hence the demand curve is determinate.

Now, for every price change we have distinguished between the
price effect and some other, such as the snob, the Veblen, or the
bandwagon effect. In markets where all four effects are present we
should be able to separate out and indicate the direction of each of
them that will result from a price change. That is, every price change
will result in two positive and two negative effects — two which,
other things being equal, will increase the quantity demanded, and
two which, other things being equal, will decrease it. Which effects
will be positive and which will be negative will depend on the relative
strength of the Veblen effect as against the price effect. The Veblen
and the price effects will depend directly on the direction of the price
change. An increase in price will therefore result in price and band-
wagon effects that are negative, and in Veblen and snob effects that
are positive, provided that the price effect is greater than the Veblen
effect; that is, if the net result is a decrease in the quantity demanded
at the higher price. If, on the other hand, the Veblen effect is more
powerful than the price effect, given a price increase, then the band-
wagon effect would be positive and the snob effect negative. The
reverse would of course be true for price declines.

The market demand curve for a commodity where different
consumers are subject to different types of effects can be obtained
diagrammatically through employing the methods developed above
— although the diagrams would be quite complicated. There is no
point in adding still more diagrams to illustrate this, Briefly, the
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method would be somewhat as follows: (1) Given the demand curves
for every individual, in which the expected total quantity demanded
is a parameter for each curve, we can add these curves laterally and
obtain a map of aggregate demand curves, in which each aggregate
curve is based on a given total quantity demanded. (2) The locus
of the equilibrium points on each aggregate demand curve (as derived
in Figure 1) gives us a market demand curve that accounts for both
bandwagon and snob effects. This last curve assumes that only one
conspicaous price exists. For every conspicuous price there exists a
separate map of aggregate demand curves from which different
market demand curves are obtained. (3) This procedure yields a
map of market demand curves in which each curve is based on a
different conspicuous price. Employing the method used in Figure 4
we obtain our final market demand curve which accounts for band-
wagon, snob, and Veblen effects simultaneously.

VII. CoNcLusIioN

It is not unusual for a writer in pure theory to end his treatise
by pointing out that the science is really very young; that there is
a great deal more to be done; that the formulations presented are
really of a very tentative nature; and that the best that can be hoped
for is that his treatise may in some small way pave the road for future
formulations that are more directly applicable to problems in the
real world.? This is another way of saying that work in pure theory
is an investment in the future state of the science where the returns
in terms of applications to real problems are really very uncertain.
This is probably especially true of value theory where the investment
in time and effort is more akin to the purchase of highly speculative
stocks rather than the purchase of government bonds. Since this
was only a brief essay on one aspect of value theory, the reader will
hardly be surprised if the conclusions reached are somewhat less
than revolutionary.

Essentially, we have attempted to do two things. First, we
have tried to demonstrate that non-additivity is not necessarily an
insurmountable obstacle in effecting a transition from individual to
collective demand curves. Second, we attempted to take a step or
two in the direction of incorporating various kinds of external con-
sumption effects into the theory of consumers’ demand. In order
to solve our problem, we have introduced what we have called the
principle of the diminishing marginal external consumption effect.

3. See, for example, Samuelson, Foundations of Economic Analysis, p. 350,
and Joan Robinson, Economics of Imperfect Competition, p. 327.
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We indicated some reasons for believing that for every individual,
there is some point at which the marginal external consumption effect
is zero. We have attempted to show that if this principle is admitted,
then there are various ways of effecting a transition from individual
to collective demand curves. The major conclusion reached is that
under conditions of perfect knowledge (or accurate expectations) any
point on the demand curve, for any given price, will be at that total
quantity demanded where the marginal external consumption effect
for all consumers but one, is equal to zero.

In comparing the demand curve in those situations where external
consumption effects are present with the demand curve as it would
be where these external consumption effects are absent, we made
three basic points. (1) If the bandwagon effect is the most significant
effect, the demand curve is more elastic than it would be if this
external consumption effect were absent. (2) If the snob effect is
the predominant effect, the demand curve is less elastic than other-
wise. (3) If the Veblen effect is the predominant one, the demand
curve is less elastic than otherwise, and some portions of it may even
be positively inclined; whereas, if the Veblen effect is absent, the
curve will be negatively inclined regardless of the importance of the
snob effect in the market.

H. LEIBENSTEIN.

PrincETON UNIVERSITY
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DOMAIN NAMES - IMPLEMENTATION AND SPECIFICATION

1. STATUS OF THIS MEMO

This RFC describes the details of the domain system and protocol, and
assumes that the reader is familiar with the concepts discussed in a
companion RFC, "Domain Names - Concepts and Facilities" RFC-1034].

The domain system is a mixture of functions and data types which are an
official protocol and functions and data types which are still

experimental. Since the domain system is intentionally extensible, new
data types and experimental behavior should always be expected in parts
of the system beyond the official protocol. The official protocol parts
include standard queries, responses and the Internet class RR data
formats (e.g., host addresses). Since the previous RFC set, several
definitions have changed, so some previous definitions are obsolete.

Experimental or obsolete features are clearly marked in these RFCs, and
such information should be used with caution.

The reader is especially cautioned not to depend on the values which
appear in examples to be current or complete, since their purpose is
primarily pedagogical. Distribution of this memo is unlimited.
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2. INTRODUCTION
2.1. Overview

The goal of domain names is to provide a mechanism for naming resources
in such a way that the names are usable in different hosts, networks,
protocol families, internets, and administrative organizations.

From the user’s point of view, domain names are useful as arguments to a
local agent, called a resolver, which retrieves information associated

with the domain name. Thus a user might ask for the host address or

mail information associated with a particular domain name. To enable

the user to request a particular type of information, an appropriate

guery type is passed to the resolver with the domain name. To the user,
the domain tree is a single information space; the resolver is

responsible for hiding the distribution of data among name servers from
the user.

From the resolver’s point of view, the database that makes up the domain
space is distributed among various name servers. Different parts of the
domain space are stored in different name servers, although a particular
data item will be stored redundantly in two or more name servers. The
resolver starts with knowledge of at least one name server. When the
resolver processes a user query it asks a known name server for the
information; in return, the resolver either receives the desired
information or a referral to another name server. Using these

referrals, resolvers learn the identities and contents of other name
servers. Resolvers are responsible for dealing with the distribution of
the domain space and dealing with the effects of name server failure by
consulting redundant databases in other servers.

Name servers manage two kinds of data. The first kind of data held in
sets called zones; each zone is the complete database for a particular
"pruned"” subtree of the domain space. This data is called

authoritative. A name server periodically checks to make sure that its
zones are up to date, and if not, obtains a new copy of updated zones
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from master files stored locally or in another name server. The second
kind of data is cached data which was acquired by a local resolver.
This data may be incomplete, but improves the performance of the
retrieval process when non-local data is repeatedly accessed. Cached
data is eventually discarded by a timeout mechanism.

This functional structure isolates the problems of user interface,
failure recovery, and distribution in the resolvers and isolates the
database update and refresh problems in the name servers.

2.2 . Common configurations

A host can participate in the domain name system in a number of ways,
depending on whether the host runs programs that retrieve information
from the domain system, name servers that answer queries from other
hosts, or various combinations of both functions. The simplest, and
perhaps most typical, configuration is shown below:

Local Host | Foreign
B + [ +| | B — +
| | user queries | |queries | | |
| User |-------------- >| [--------- |->|Foreign |
| Program | | Resolver | | | Name |
| [<-mmmmmmeee- | |[<-------- |--| Server |
| | user responses| [responses| | |
B + [ + | B — +
| A I
cache additions | | references |
A2 I
B — + |
| cache | |
B — + |

User programs interact with the domain name space through resolvers; the
format of user queries and user responses is specific to the host and

its operating system. User queries will typically be operating system

calls, and the resolver and its cache will be part of the host operating
system. Less capable hosts may choose to implement the resolver as a
subroutine to be linked in with every program that needs its services.
Resolvers answer user queries with information they acquire via queries

to foreign name servers and the local cache.

Note that the resolver may have to make several queries to several
different foreign name servers to answer a particular user query, and

hence the resolution of a user query may involve several network

accesses and an arbitrary amount of time. The queries to foreign name
servers and the corresponding responses have a standard format described

Mockapetris [Page 4]




RFC 1035 Domain Implementation and Specification November 1987

in this memo, and may be datagrams.

Depending on its capabilities, a name server could be a stand alone
program on a dedicated machine or a process or processes on a large
timeshared host. A simple configuration might be:

Local Host | Foreign
|
B — + |
/ /| |
B +| [ S — + | B — +
| [ | |[responses| |
| [ | Name |--------- |->|Foreign |
| Master |-------------- >| Server | | |Resolver|
| files || | R |
| |/ | | queries | b +
B E——— + [ S + |

Here a primary name server acquires information about one or more zones
by reading master files from its local file system, and answers queries
about those zones that arrive from foreign resolvers.

The DNS requires that all zones be redundantly supported by more than
one name server. Designated secondary servers can acquire zones and
check for updates from the primary server using the zone transfer
protocol of the DNS. This configuration is shown below:

Local Host | Foreign
|
S + |
/ | |
R R + | L SR— + | +-------- +
| [ | [responses| |
| [ | Name |----—----- |->|Foreign |
| Master |-------------- >| Server | | |Resolver|
| files || | R |
| |/ | | queries | Fomemees +
S S — + [ — + |
A |[maintenance | +-------- +
| -1 |
| queries | |Foreign |
| | | Name |
Fommmmmm e [--] Server |
maintenance responses | Fommee +

In this configuration, the name server periodically establishes a
virtual circuit to a foreign name server to acquire a copy of a zone or
to check that an existing copy has not changed. The messages sent for
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these maintenance activities follow the same form as queries and
responses, but the message sequences are somewhat different.

The information flow in a host that supports all aspects of the domain
name system is shown below:

Local Host | Foreign
B ——— + [ + | B — + |
| | user queries | |queries | | |
| User [|-------------- >| [---=----- [->|Foreign |
| Program | | Resolver | | | Name |
| [<-m-mmmmmmeeee- | |[<---mm-- [--| Server |
| | user responses| |[responses| |
B + [ S — + | B — +
I A I
cache additions | | references |
\ I I
[ S + |
| Shared | |
| database | |
L SR— + |
A I
e + refreshes | | references |
/ /| | V |
R R + | L SR— + | +-------- +
| [ | |[responses| |
| [ | Name |----—----- |->|Foreign |
| Master |-------------- >| Server | | |Resolver|
| files || | R |
| |/ | | queries | Fomemees +
S S — + [ — + |
A |[maintenance | +-------- +
| -1 |
| queries | |Foreign |
| | | Name |
Fommmmmm e [--] Server |
maintenance responses | Fommee +

The shared database holds domain space data for the local name server
and resolver. The contents of the shared database will typically be a
mixture of authoritative data maintained by the periodic refresh
operations of the name server and cached data from previous resolver
requests. The structure of the domain data and the necessity for
synchronization between name servers and resolvers imply the general
characteristics of this database, but the actual format is up to the

local implementor.
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Information flow can also be tailored so that a group of hosts act
together to optimize activities. Sometimes this is done to offload less
capable hosts so that they do not have to implement a full resolver.
This can be appropriate for PCs or hosts which want to minimize the
amount of new network code which is required. This scheme can also
allow a group of hosts can share a small number of caches rather than
maintaining a large number of separate caches, on the premise that the
centralized caches will have a higher hit ratio. In either case,
resolvers are replaced with stub resolvers which act as front ends to
resolvers located in a recursive server in one or more name servers
known to perform that service:

Local Hosts | Foreign
I
B + |
| | responses |
| Stub  |<---mmmmememe - + |
| Resolver| | |
| + |
Fommm + recursive | | |
gueries | ] |

A\ I
Fomeeee- + recursive  +---------- + | +-------- +
| | queries | |queries | | |
| Stub  |-----meeee- >| Recursive|--------- |->|Foreign |
| Resolver| | Server | | | Name |
| [<-mmmmmmmee- | |[<-------- |--| Server |
oo + responses | [responses| | |

B — + | B —— +

| Central | |

| cache | |

E S — + |

In any case, note that domain components are always replicated for
reliability whenever possible.

2.3 . Conventions

The domain system has several conventions dealing with low-level, but
fundamental, issues. While the implementor is free to violate these

conventions WITHIN HIS OWN SYSTEM, he must observe these conventions in
ALL behavior observed from other hosts.

2.3.1 . Preferred name syntax

The DNS specifications attempt to be as general as possible in the rules

for constructing domain names. The idea is that the name of any
existing object can be expressed as a domain name with minimal changes.
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However, when assigning a domain name for an object, the prudent user

will select a name which satisfies both the rules of the domain system

and any existing rules for the object, whether these rules are published

or implied by existing programs.

For example, when naming a mail domain, the user should satisfy both the

rules of this memo and those in RFC-822. When creating a new host name,
the old rules for HOSTS.TXT should be followed. This avoids problems

when old software is converted to use domain names.

The following syntax will result in fewer problems with many

applications that use domain names (e.g., mail, TELNET).

<domain> ::= <subdomain> | " "

<subdomain> ::= <label> | <subdomain> "." <label>
<label> ::= <letter> [ [ <ldh-str> ] <let-dig> ]
<Idh-str> ::= <let-dig-hyp> | <let-dig-hyp> <Idh-str>
<let-dig-hyp> ::= <let-dig> | "-"

<let-dig> ::= <letter> | <digit>

<letter> ::= any one of the 52 alphabetic characters A through Z in
upper case and a through z in lower case

<digit> ::= any one of the ten digits 0 through 9

Note that while upper and lower case letters are allowed in domain
names, no significance is attached to the case. That is, two names with
the same spelling but different case are to be treated as if identical.
The labels must follow the rules for ARPANET host names. They must
start with a letter, end with a letter or digit, and have as interior
characters only letters, digits, and hyphen. There are also some
restrictions on the length. Labels must be 63 characters or less.

For example, the following strings identify hosts in the Internet:
A.ISI.LEDU XX.LCS.MIT.EDU SRI-NIC.ARPA

2.3.2 . Data Transmission Order

The order of transmission of the header and data described in this
document is resolved to the octet level. Whenever a diagram shows a
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group of octets, the order of transmission of those octets is the normal
order in which they are read in English. For example, in the following
diagram, the octets are transmitted in the order they are numbered.

0 1

0123456789012345
T L e
[ 1 | 2 |
T L e
[ 3 | 4 |
T L e
[ 5 | 6 |
T L e

Whenever an octet represents a numeric quantity, the left most bit in
the diagram is the high order or most significant bit. That is, the bit
labeled 0 is the most significant bit. For example, the following
diagram represents the value 170 (decimal).

01234567
T
[10101010|
T

Similarly, whenever a multi-octet field represents a numeric quantity
the left most bit of the whole field is the most significant bit. When
a multi-octet quantity is transmitted the most significant octet is
transmitted first.

2.3.3. Character Case

For all parts of the DNS that are part of the official protocol, all
comparisons between character strings (e.g., labels, domain names, etc.)
are done in a case-insensitive manner. At present, this rule is in

force throughout the domain system without exception. However, future
additions beyond current usage may need to use the full binary octet
capabilities in names, so attempts to store domain names in 7-bit ASCII
or use of special bytes to terminate labels, etc., should be avoided.

When data enters the domain system, its original case should be
preserved whenever possible. In certain circumstances this cannot be
done. For example, if two RRs are stored in a database, one at x.y and
one at X.Y, they are actually stored at the same place in the database,
and hence only one casing would be preserved. The basic rule is that
case can be discarded only when data is used to define structure in a
database, and two names are identical when compared in a case
insensitive manner.
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Loss of case sensitive data must be minimized. Thus while data for x.y
and X.Y may both be stored under a single location x.y or X.Y, data for
a.x and B.X would never be stored under A.x, A.X, b.x, or b.X. In
general, this preserves the case of the first label of a domain name,

but forces standardization of interior node labels.

Systems administrators who enter data into the domain database should
take care to represent the data they supply to the domain system in a
case-consistent manner if their system is case-sensitive. The data
distribution system in the domain system will ensure that consistent
representations are preserved.

2.3.4. Size limits
Various objects and parameters in the DNS have size limits. They are

listed below. Some could be easily changed, others are more
fundamental.

labels 63 octets or less
names 255 octets or less
TTL positive values of a signed 32 bit number.

UDP messages 512 octets or less
3. DOMAIN NAME SPACE AND RR DEFINITIONS
3.1. Name space definitions

Domain names in messages are expressed in terms of a sequence of labels.
Each label is represented as a one octet length field followed by that
number of octets. Since every domain name ends with the null label of

the root, a domain name is terminated by a length byte of zero. The

high order two bits of every length octet must be zero, and the

remaining six bits of the length field limit the label to 63 octets or

less.

To simplify implementations, the total length of a domain name (i.e.,
label octets and label length octets) is restricted to 255 octets or
less.

Although labels can contain any 8 bit values in octets that make up a
label, it is strongly recommended that labels follow the preferred

syntax described elsewhere in this memo, which is compatible with
existing host naming conventions. Name servers and resolvers must
compare labels in a case-insensitive manner (i.e., A=a), assuming ASCII
with zero parity. Non-alphabetic codes must match exactly.
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3.2 . RR definitions
3.2.1 . Format
All RRs have the same top level format shown below:

111111
0123456789012345
SRS O S S S S S S S
I |
/ /

/ NAME /
II---+--+-—+--+--+—-+--+—-+--+-—+-I-+-—+--+--+—-+--+
| TYPE |
S e S S
| CLASS |
S e S S
| TTL |

I |

+-
I
+-
/
/
+-

S S S e S S S
RDLENGTH |
T e S S S S
RDATA /
/

S S

where:

NAME an owner name, i.e., the name of the node to which this
resource record pertains.

TYPE two octets containing one of the RR TYPE codes.

CLASS two octets containing one of the RR CLASS codes.

TTL a 32 bit signed integer that specifies the time interval

that the resource record may be cached before the source
of the information should again be consulted. Zero

values are interpreted to mean that the RR can only be
used for the transaction in progress, and should not be
cached. For example, SOA records are always distributed
with a zero TTL to prohibit caching. Zero values can

also be used for extremely volatile data.

RDLENGTH an unsigned 16 bit integer that specifies the length in
octets of the RDATA field.
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RDATA a variable length string of octets that describes the
resource. The format of this information varies
according to the TYPE and CLASS of the resource record.

3.2.2. TYPE values

TYPE fields are used in resource records. Note that these types are a
subset of QTYPEs.

TYPE value and meaning

A 1 a host address

NS 2 an authoritative name server

MD 3 a mail destination (Obsolete - use MX)

MF 4 a mail forwarder (Obsolete - use MX)
CNAME 5 the canonical name for an alias

SOA 6 marks the start of a zone of authority

MB 7 a mailbox domain name (EXPERIMENTAL)
MG 8 a mail group member (EXPERIMENTAL)
MR 9 a mail rename domain name (EXPERIMENTAL)
NULL 10 a null RR (EXPERIMENTAL)

WKS 11 a well known service description

PTR 12 a domain name pointer

HINFO 13 host information

MINFO 14 mailbox or mail list information

MX 15 mail exchange

TXT 16 text strings

3.2.3. QTYPE values
QTYPE fields appear in the question part of a query. QTYPES are a

superset of TYPESs, hence all TYPEs are valid QTYPEs. In addition, the
following QTYPEs are defined:

Mockapetris

[Page 12]




RFC 1035 Domain Implementation and Specification November 1987

AXFR 252 A request for a transfer of an entire zone

MAILB 253 A request for mailbox-related records (MB, MG or MR)
MAILA 254 A request for mail agent RRs (Obsolete - see MX)

* 255 A request for all records

3.2.4 . CLASS values

CLASS fields appear in resource records. The following CLASS mnemonics
and values are defined:

IN 1 the Internet

CS 2 the CSNET class (Obsolete - used only for examples in
some obsolete RFCs)

CH 3 the CHAOS class
HS 4 Hesiod [Dyer 87]
3.2.5 . QCLASS values

QCLASS fields appear in the question section of a query. QCLASS values
are a superset of CLASS values; every CLASS is a valid QCLASS. In
addition to CLASS values, the following QCLASSes are defined:

* 255 any class
3.3 . Standard RRs

The following RR definitions are expected to occur, at least

potentially, in all classes. In particular, NS, SOA, CNAME, and PTR

will be used in all classes, and have the same format in all classes.
Because their RDATA format is known, all domain names in the RDATA
section of these RRs may be compressed.

<domain-name> is a domain name represented as a series of labels, and
terminated by a label with zero length. <character-string> is a single
length octet followed by that number of characters. <character-string>

is treated as binary information, and can be up to 256 characters in
length (including the length octet).
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3.3.1 .CNAME RDATA format

SRS O S S S S S S S

/ CNAME /
/ /
R S S S S S S S
where:
CNAME A <domain-name> which specifies the canonical or primary

name for the owner. The owner name is an alias.
CNAME RRs cause no additional section processing, but name servers may
choose to restart the query at the canonical name in certain cases. See
the description of name server logic in [ RFC-1034] for details.

3.3.2 . HINFO RDATA format

SRS O S S S S S S S

/ CPU /
T Tacy SIS LIS SRS SO SO S S Y S
/ (0N} /
ey I LIS SRS SOt S S S S
where:
CPU A <character-string> which specifies the CPU type.
os A <character-string> which specifies the operating
system type.
Standard values for CPU and OS can be found in [ RFC-1010].

HINFO records are used to acquire general information about a host. The
main use is for protocols such as FTP that can use special procedures
when talking between machines or operating systems of the same type.

3.3.3 . MB RDATA format (EXPERIMENTAL)
S e S S
/ MADNAME /
/ /
SRS O S S S S S S

where:

MADNAME A <domain-name> which specifies a host which has the
specified mailbox.
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MB records cause additional section processing which looks up an A type
RRs corresponding to MADNAME.

3.3.4 . MD RDATA format (Obsolete)

S e S

/ MADNAME /
/ /
T Tacy SIS LIS SRS SO SO S S Y S
where:
MADNAME A <domain-name> which specifies a host which has a mail

agent for the domain which should be able to deliver
mail for the domain.

MD records cause additional section processing which looks up an A type
record corresponding to MADNAME.

MD is obsolete. See the definition of MX and [ RFC-974] for details of
the new scheme. The recommended policy for dealing with MD RRs found in

a master file is to reject them, or to convert them to MX RRs with a
preference of 0.

3.3.5 . MF RDATA format (Obsolete)

SRS O S S S S S S

/ MADNAME /
/ /
R S S S S S
where:
MADNAME A <domain-name> which specifies a host which has a mail

agent for the domain which will accept mail for
forwarding to the domain.

MF records cause additional section processing which looks up an A type
record corresponding to MADNAME.

MF is obsolete. See the definition of MX and [ RFC-974] for details ofw
the new scheme. The recommended policy for dealing with MD RRs found in

a master file is to reject them, or to convert them to MX RRs with a

preference of 10.
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3.3.6. MG RDATA format (EXPERIMENTAL)

SRS O S S S S S S S

/ MGMNAME /
/ /
R S S S S S S S

where:

MGMNAME A <domain-name> which specifies a mailbox which is a

member of the mail group specified by the domain name.
MG records cause no additional section processing.
3.3.7. MINFO RDATA format (EXPERIMENTAL)

SRS O S S S S S S S

/ RMAILBX /
T N S S e S T
/ EMAILBX /
T N S S e S T

where:

RMAILBX A <domain-name> which specifies a mailbox which is
responsible for the mailing list or mailbox. If this
domain name names the root, the owner of the MINFO RR is
responsible for itself. Note that many existing mailing
lists use a mailbox X-request for the RMAILBX field of
mailing list X, e.g., Msgroup-request for Msgroup. This
field provides a more general mechanism.

EMAILBX A <domain-name> which specifies a mailbox which is to

receive error messages related to the mailing list or
mailbox specified by the owner of the MINFO RR (similar
to the ERRORS-TO: field which has been proposed). If
this domain name names the root, errors should be
returned to the sender of the message.

MINFO records cause no additional section processing. Although these

records can be associated with a simple mailbox, they are usually used
with a mailing list.
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3.3.8 . MR RDATA format (EXPERIMENTAL)

SRS O S S S S S S S

/ NEWNAME /
/ /
R S S S S S S S
where:
NEWNAME A <domain-name> which specifies a mailbox which is the

proper rename of the specified mailbox.
MR records cause no additional section processing. The main use for MR
is as a forwarding entry for a user who has moved to a different
mailbox.

3.3.9 . MX RDATA format

SRS O S S S S S S S

| PREFERENCE

B AT B T PR TSRV N SN S ST SRS SISO SN S S &
/ EXCHANGE /

/ /

R S S S S S
where:

PREFERENCE A 16 bit integer which specifies the preference given to
this RR among others at the same owner. Lower values
are preferred.

EXCHANGE A <domain-name> which specifies a host willing to act as
a mail exchange for the owner name.

MX records cause type A additional section processing for the host
specified by EXCHANGE. The use of MX RRs is explained in detail in
[ RFC-974].

3.3.10 . NULL RDATA format (EXPERIMENTAL)
T R S S e SR S S Y e S
/ <anything> /
/ /

S S S

Anything at all may be in the RDATA field so long as it is 65535 octets
or less.
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NULL records cause no additional section processing. NULL RRs are not
allowed in master files. NULLs are used as placeholders in some
experimental extensions of the DNS.

3.3.11. NS RDATA format

SRS O S S S S S S S

/ NSDNAME /
/ /
R S S S S S S S
where:
NSDNAME A <domain-name> which specifies a host which should be

authoritative for the specified class and domain.

NS records cause both the usual additional section processing to locate
a type A record, and, when used in a referral, a special search of the
zone in which they reside for glue information.

The NS RR states that the named host should be expected to have a zone
starting at owner name of the specified class. Note that the class may

not indicate the protocol family which should be used to communicate

with the host, although it is typically a strong hint. For example,

hosts which are name servers for either Internet (IN) or Hesiod (HS)

class information are normally queried using IN class protocols.

3.3.12. PTR RDATA format

S e S
/ PTRDNAME /
S e S

where:

PTRDNAME A <domain-name> which points to some location in the
domain name space.

PTR records cause no additional section processing. These RRs are used
in special domains to point to some other location in the domain space.
These records are simple data, and don’t imply any special processing
similar to that performed by CNAME, which identifies aliases. See the
description of the IN-ADDR.ARPA domain for an example.
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3.3.13 . SOA RDATA format

SRS O S S S S S S

/ MNAME /
/ /
T e, UV Ui SR OO S S Y Y
/ RNAME /
T e, UV Ui SR OO S S Y Y
| SERIAL |
I I
T Tacy SIS LIS SRS SOt SO S S Y S
| REFRESH |
I I
T S e I S s e
| RETRY [
I I
ey I LIS SRS SOt S S S
| EXPIRE |
I I
T S e I S s e
| MINIMUM |
I I
ey I LIS SRS SOt S S S
where:
MNAME The <domain-name> of the name server that was the
original or primary source of data for this zone.
RNAME A <domain-name> which specifies the mailbox of the
person responsible for this zone.
SERIAL The unsigned 32 bit version number of the original copy

of the zone. Zone transfers preserve this value. This
value wraps and should be compared using sequence space
arithmetic.

REFRESH A 32 bit time interval before the zone should be
refreshed.

RETRY A 32 bit time interval that should elapse before a
failed refresh should be retried.

EXPIRE A 32 bit time value that specifies the upper limit on

the time interval that can elapse before the zone is no
longer authoritative.
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MINIMUM The unsigned 32 bit minimum TTL field that should be
exported with any RR from this zone.

SOA records cause no additional section processing.

All times are in units of seconds.

Most of these fields are pertinent only for name server maintenance
operations. However, MINIMUM is used in all query operations that
retrieve RRs from a zone. Whenever a RR is sent in a response to a
query, the TTL field is set to the maximum of the TTL field from the RR

and the MINIMUM field in the appropriate SOA. Thus MINIMUM is a lower
bound on the TTL field for all RRs in a zone. Note that this use of
MINIMUM should occur when the RRs are copied into the response and not
when the zone is loaded from a master file or via a zone transfer. The

reason for this provison is to allow future dynamic update facilities to
change the SOA RR with known semantics.

3.3.14 . TXT RDATA format
R S S S S S
/ TXT-DATA /
R S S S S S
where:

TXT-DATA One or more <character-string>s.

TXT RRs are used to hold descriptive text. The semantics of the text
depends on the domain where it is found.

3.4 . Internet specific RRs

3.4.1 . A RDATA format
ey I LIS SRS SOt S S S S
| ADDRESS
ey I LIS SRS SOt S S S S

where:

ADDRESS A 32 bit Internet address.

Hosts that have multiple Internet addresses will have multiple A
records.
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A records cause no additional section processing. The RDATA section of
an A line in a master file is an Internet address expressed as four

decimal numbers separated by dots without any imbedded spaces (e.g.,
"10.2.0.52" or "192.0.5.6").

3.4.2. WKS RDATA format

S e S
| ADDRESS
S e S
PROTOCOL |
S S S —

~ O~ — — —

I

+-

I

/ <BIT MAP>

/

R S S S S S S S
where:
ADDRESS An 32 bit Internet address
PROTOCOL An 8 bit IP protocol number

<BIT MAP> A variable length bit map. The bit map must be a
multiple of 8 bits long.

The WKS record is used to describe the well known services supported by

a particular protocol on a particular internet address. The PROTOCOL

field specifies an IP protocol number, and the bit map has one bit per

port of the specified protocol. The first bit corresponds to port O,

the second to port 1, etc. If the bit map does not include a bit for a

protocol of interest, that bit is assumed zero. The appropriate values

and mnemonics for ports and protocols are specified in [ RFC-1010].

For example, if PROTOCOL=TCP (6), the 26th bit corresponds to TCP port
25 (SMTP). If this bit is set, a SMTP server should be listening on TCP
port 25; if zero, SMTP service is not supported on the specified

address.

The purpose of WKS RRs is to provide availability information for
servers for TCP and UDP. If a server supports both TCP and UDP, or has
multiple Internet addresses, then multiple WKS RRs are used.

WKS RRs cause no additional section processing.

In master files, both ports and protocols are expressed using mnemonics
or decimal numbers.
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3.5 . IN-ADDR.ARPA domain

The Internet uses a special domain to support gateway location and
Internet address to host mapping. Other classes may employ a similar
strategy in other domains. The intent of this domain is to provide a
guaranteed method to perform host address to host name mapping, and to
facilitate queries to locate all gateways on a particular network in the
Internet.

Note that both of these services are similar to functions that could be
performed by inverse queries; the difference is that this part of the
domain name space is structured according to address, and hence can
guarantee that the appropriate data can be located without an exhaustive
search of the domain space.

The domain begins at IN-ADDR.ARPA and has a substructure which follows
the Internet addressing structure.

Domain names in the IN-ADDR.ARPA domain are defined to have up to four
labels in addition to the IN-ADDR.ARPA suffix. Each label represents

one octet of an Internet address, and is expressed as a character string

for a decimal value in the range 0-255 (with leading zeros omitted

except in the case of a zero octet which is represented by a single

Zero).

Host addresses are represented by domain names that have all four labels
specified. Thus data for Internet address 10.2.0.52 is located at

domain name 52.0.2.10.IN-ADDR.ARPA. The reversal, though awkward to
read, allows zones to be delegated which are exactly one network of
address space. For example, 10.IN-ADDR.ARPA can be a zone containing
data for the ARPANET, while 26.IN-ADDR.ARPA can be a separate zone for
MILNET. Address nodes are used to hold pointers to primary host names

in the normal domain space.

Network numbers correspond to some non-terminal nodes at various depths
in the IN-ADDR.ARPA domain, since Internet network numbers are either 1,
2, or 3 octets. Network nodes are used to hold pointers to the primary

host names of gateways attached to that network. Since a gateway is, by
definition, on more than one network, it will typically have two or more
network nodes which point at it. Gateways will also have host level

pointers at their fully qualified addresses.

Both the gateway pointers at network nodes and the normal host pointers
at full address nodes use the PTR RR to point back to the primary domain
names of the corresponding hosts.

For example, the IN-ADDR.ARPA domain will contain information about the
ISI gateway between net 10 and 26, an MIT gateway from net 10 to MIT’s
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net 18, and hosts A.ISI.EDU and MULTICS.MIT.EDU. Assuming that IS
gateway has addresses 10.2.0.22 and 26.0.0.103, and a name MILNET-
GW.ISI.LEDU, and the MIT gateway has addresses 10.0.0.77 and 18.10.0.4
and a name GW.LCS.MIT.EDU, the domain database would contain:

10. IN-ADDR.ARPA. PTR MILNET-GW.ISI.EDU.
10. IN-ADDR.ARPA. PTR GW.LCS.MIT.EDU.
18. IN-ADDR.ARPA. PTR GW.LCS.MIT.EDU.
26. IN-ADDR.ARPA. PTR MILNET-GW.ISI.EDU.
22.0.2.10.IN-ADDR.ARPA. PTR MILNET-GW.ISI.EDU.
103.0.0.26.IN-ADDR.ARPA. PTR MILNET-GW.ISI.EDU.

77.0.0.10.IN-ADDR.ARPA. PTR GW.LCS.MIT.EDU.
4.0.10.18.IN-ADDR.ARPA. PTR GW.LCS.MIT.EDU.
103.0.3.26.IN-ADDR.ARPA. PTR A.ISI.LEDU.
6.0.0.10.IN-ADDR.ARPA. PTR MULTICS.MIT.EDU.

Thus a program which wanted to locate gateways on net 10 would originate
a query of the form QTYPE=PTR, QCLASS=IN, QNAME=10.IN-ADDR.ARPA. It
would receive two RRs in response:

10.IN-ADDR.ARPA. PTR MILNET-GW.ISI.EDU.
10.IN-ADDR.ARPA. PTR GW.LCS.MIT.EDU.

The program could then originate QTYPE=A, QCLASS=IN queries for MILNET-
GW.ISI.EDU. and GW.LCS.MIT.EDU. to discover the Internet addresses of
these gateways.

A resolver which wanted to find the host name corresponding to Internet
host address 10.0.0.6 would pursue a query of the form QTYPE=PTR,
QCLASS=IN, QNAME=6.0.0.10.IN-ADDR.ARPA, and would receive:

6.0.0.10.IN-ADDR.ARPA. PTR MULTICS.MIT.EDU.

Several cautions apply to the use of these services:
- Since the IN-ADDR.ARPA special domain and the normal domain
for a particular host or gateway will be in different zones,
the possibility exists that that the data may be inconsistent.

- Gateways will often have two names in separate domains, only
one of which can be primary.

- Systems that use the domain database to initialize their
routing tables must start with enough gateway information to
guarantee that they can access the appropriate name server.

- The gateway data only reflects the existence of a gateway in a

manner equivalent to the current HOSTS.TXT file. It doesn’t
replace the dynamic availability information from GGP or EGP.
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3.6. Defining new types, classes, and special namespaces

The previously defined types and classes are the ones in use as of the

date of this memo. New definitions should be expected. This section

makes some recommendations to designers considering additions to the

existing facilities. The mailing list ContactinformationRedacted
forum where general discussion of design issues takes place.

In general, a new type is appropriate when new information is to be
added to the database about an existing object, or we need new data
formats for some totally new object. Designers should attempt to define
types and their RDATA formats that are generally applicable to all
classes, and which avoid duplication of information. New classes are
appropriate when the DNS is to be used for a new protocol, etc which
requires new class-specific data formats, or when a copy of the existing
name space is desired, but a separate management domain is necessary.

New types and classes need mnemonics for master files; the format of the
master files requires that the mnemonics for type and class be disjoint.

TYPE and CLASS values must be a proper subset of QTYPEs and QCLASSes
respectively.

The present system uses multiple RRs to represent multiple values of a
type rather than storing multiple values in the RDATA section of a
single RR. This is less efficient for most applications, but does keep
RRs shorter. The multiple RRs assumption is incorporated in some
experimental work on dynamic update methods.

The present system attempts to minimize the duplication of data in the
database in order to insure consistency. Thus, in order to find the

address of the host for a mail exchange, you map the mail domain name to
a host name, then the host hame to addresses, rather than a direct
mapping to host address. This approach is preferred because it avoids
the opportunity for inconsistency.

In defining a new type of data, multiple RR types should not be used to
create an ordering between entries or express different formats for
equivalent bindings, instead this information should be carried in the
body of the RR and a single type used. This policy avoids problems with
caching multiple types and defining QTYPESs to match multiple types.

For example, the original form of mail exchange binding used two RR
types one to represent a "closer” exchange (MD) and one to represent a
"less close" exchange (MF). The difficulty is that the presence of one

RR type in a cache doesn’t convey any information about the other
because the query which acquired the cached information might have used
a QTYPE of MF, MD, or MAILA (which matched both). The redesigned
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service used a single type (MX) with a "preference" value in the RDATA
section which can order different RRs. However, if any MX RRs are found
in the cache, then all should be there.

4. MESSAGES
4.1. Format
All communications inside of the domain protocol are carried in a single

format called a message. The top level format of message is divided
into 5 sections (some of which are empty in certain cases) shown below:

S +

| Header |

S +

| Question | the question for the name server
S +

| Answer | RRs answering the question
S +

| Authority | RRs pointing toward an authority
S +

|  Additional | RRs holding additional information
S +

The header section is always present. The header includes fields that
specify which of the remaining sections are present, and also specify
whether the message is a query or a response, a standard query or some
other opcode, etc.

The names of the sections after the header are derived from their use in
standard queries. The question section contains fields that describe a
guestion to a name server. These fields are a query type (QTYPE), a

query class (QCLASS), and a query domain name (QNAME). The last three
sections have the same format: a possibly empty list of concatenated
resource records (RRs). The answer section contains RRs that answer the
guestion; the authority section contains RRs that point toward an
authoritative name server; the additional records section contains RRs
which relate to the query, but are not strictly answers for the

question.
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4.1.1. Header section format

The header contains the following fields:

1 11111

0123456789012345
SRS O S S S S S

ID

BN T VA TSRV N SN SRS ST SRS SISO SN S S
|QR| Opcode |[AA|TC|IRDIRA| Z | RCODE |
BN T VA TSRV N SN SRS ST SRS SISO SN S S

QDCOUNT |

SRS O S S S S S

ANCOUNT |

SRS O S S S S S

NSCOUNT |

SRS O S S S S S

ARCOUNT |

SRS O S S S S S

where:

ID

QR

OPCODE

AA

Mockapetris

A 16 bit identifier assigned by the program that

generates any kind of query. This identifier is copied

the corresponding reply and can be used by the requester
to match up replies to outstanding queries.

A one bit field that specifies whether this message is a
query (0), or a response (1).

A four bit field that specifies kind of query in this
message. This value is set by the originator of a query
and copied into the response. The values are:

0 a standard query (QUERY)

1 an inverse query (IQUERY)

2 a server status request (STATUS)
3-15 reserved for future use

Authoritative Answer - this bit is valid in responses,
and specifies that the responding name server is an
authority for the domain name in question section.

Note that the contents of the answer section may have
multiple owner names because of aliases. The AA bit
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TC

RD

RA

RCODE

corresponds to the name which matches the query name, or
the first owner name in the answer section.

TrunCation - specifies that this message was truncated
due to length greater than that permitted on the
transmission channel.

Recursion Desired - this bit may be set in a query and
is copied into the response. If RD is set, it directs
the name server to pursue the query recursively.
Recursive query support is optional.

Recursion Available - this be is set or cleared in a
response, and denotes whether recursive query support is
available in the name server.

Reserved for future use. Must be zero in all queries
and responses.

Response code - this 4 bit field is set as part of
responses. The values have the following

interpretation:
0 No error condition
1 Format error - The name server was

unable to interpret the query.

2 Server failure - The name server was
unable to process this query due to a
problem with the name server.

3 Name Error - Meaningful only for
responses from an authoritative name
server, this code signifies that the
domain name referenced in the query does
not exist.

4 Not Implemented - The name server does
not support the requested kind of query.

5 Refused - The name server refuses to
perform the specified operation for
policy reasons. For example, a name
server may not wish to provide the
information to the particular requester,
or a name server may not wish to perform
a particular operation (e.g., zone

Mockapetris [Page 27]




RFC 1035 Domain Implementation and Specification November 1987

transfer) for particular data.
6- 15 Reserved for future use.

QDCOUNT an unsigned 16 bit integer specifying the number of
entries in the question section.

ANCOUNT an unsigned 16 bit integer specifying the number of
resource records in the answer section.

NSCOUNT an unsigned 16 bit integer specifying the number of name
server resource records in the authority records
section.

ARCOUNT an unsigned 16 bit integer specifying the number of
resource records in the additional records section.

4.1.2. Question section format
The question section is used to carry the "question” in most queries,

i.e., the parameters that define what is being asked. The section
contains QDCOUNT (usually 1) entries, each of the following format:

111111
0123456789012345

R S S S S S S S

| |
/ QNAME /
/ /
R S S S S S
| QTYPE [
R S S S S S
| QCLASS |
R S S S S S

where:

QNAME a domain name represented as a sequence of labels, where
each label consists of a length octet followed by that
number of octets. The domain name terminates with the
zero length octet for the null label of the root. Note
that this field may be an odd number of octets; no
padding is used.

QTYPE a two octet code which specifies the type of the query.

The values for this field include all codes valid for a
TYPE field, together with some more general codes which
can match more than one type of RR.
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QCLASS a two octet code that specifies the class of the query.
For example, the QCLASS field is IN for the Internet.

4.1.3. Resource record format

The answer, authority, and additional sections all share the same
format: a variable number of resource records, where the number of
records is specified in the corresponding count field in the header.
Each resource record has the following format:

111111

01 23456789012345
i UV U SR OO S S Y
I |
/ /
/ NAME /
I I
T Tacy SIS LIS SRS SO SO S S Y S
| TYPE |
T Tacy SIS LIS SRS SO SO S S Y S
| CLASS |
T Tacy SIS LIS SRS SO SO S S Y S
| TTL |
I |
i UV U SR OO S S Y
| RDLENGTH
s S I U S S S SO
/ RDATA /
/ /
T Tacy SIS LIS SRS SO SO S S Y S

where:

NAME a domain name to which this resource record pertains.

TYPE two octets containing one of the RR type codes. This
field specifies the meaning of the data in the RDATA
field.

CLASS two octets which specify the class of the data in the
RDATA field.

TTL a 32 bit unsigned integer that specifies the time
interval (in seconds) that the resource record may be
cached before it should be discarded. Zero values are
interpreted to mean that the RR can only be used for the
transaction in progress, and should not be cached.
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RDLENGTH an unsigned 16 bit integer that specifies the length in
octets of the RDATA field.

RDATA a variable length string of octets that describes the
resource. The format of this information varies
according to the TYPE and CLASS of the resource record.
For example, the if the TYPE is A and the CLASS is IN,
the RDATA field is a 4 octet ARPA Internet address.

4.1.4 . Message compression

In order to reduce the size of messages, the domain system utilizes a
compression scheme which eliminates the repetition of domain nhames in a
message. In this scheme, an entire domain name or a list of labels at

the end of a domain name is replaced with a pointer to a prior occurance
of the same name.

The pointer takes the form of a two octet sequence:

S e S S
|1 1] OFFSET |
S e S S

The first two bits are ones. This allows a pointer to be distinguished
from a label, since the label must begin with two zero bits because
labels are restricted to 63 octets or less. (The 10 and 01 combinations
are reserved for future use.) The OFFSET field specifies an offset from
the start of the message (i.e., the first octet of the ID field in the

domain header). A zero offset specifies the first byte of the ID field,
etc.

The compression scheme allows a domain hame in a message to be
represented as either:

- a sequence of labels ending in a zero octet

- a pointer

- a sequence of labels ending with a pointer
Pointers can only be used for occurances of a domain name where the
format is not class specific. If this were not the case, a name server
or resolver would be required to know the format of all RRs it handled.
As yet, there are no such cases, but they may occur in future RDATA

formats.

If a domain name is contained in a part of the message subject to a
length field (such as the RDATA section of an RR), and compression is
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used, the length of the compressed name is used in the length
calculation, rather than the length of the expanded name.

Programs are free to avoid using pointers in messages they generate,
although this will reduce datagram capacity, and may cause truncation.
However all programs are required to understand arriving messages that
contain pointers.

For example, a datagram might need to use the domain names F.ISI.ARPA,
FOO.F.ISI.LARPA, ARPA, and the root. Ignoring the other fields of the
message, these domain names might be represented as:

TSSO A S S S S S St
20 | 1 | F |
TSSO A S S S S S St
22| 3 | | |
TSSO S St
24 | S | | |
TSSO S St
26 | 4 | A |
TSSO S St
28 | R | P |
TSSO S St
30| A | 0 |
TSSO S St

TSSO S St
40 | 3 | F |
TSSO S St
42 | O | O |
TSSO S St
4411 1] 20 |
TSSO S St

TSSO S St
641 1| 26
TSSO S St

TSSO S St
92 | 0 I |
TSSO S St

The domain name for F.ISI.ARPA is shown at offset 20. The domain name
FOO.F.ISI.LARPA is shown at offset 40; this definition uses a pointer to
concatenate a label for FOO to the previously defined F.ISI.ARPA. The
domain name ARPA is defined at offset 64 using a pointer to the ARPA
component of the name F.ISI.ARPA at 20; note that this pointer relies on
ARPA being the last label in the string at 20. The root domain name is
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defined by a single octet of zeros at 92; the root domain name has no
labels.

4.2. Transport

The DNS assumes that messages will be transmitted as datagrams or in a
byte stream carried by a virtual circuit. While virtual circuits can be

used for any DNS activity, datagrams are preferred for queries due to
their lower overhead and better performance. Zone refresh activities

must use virtual circuits because of the need for reliable transfer.

The Internet supports hame server access using TCP [ RFC-793] on server
port 53 (decimal) as well as datagram access using UDP [ RFC-768] on UDP

port 53 (decimal).
4.2.1. UDP usage
Messages sent using UDP user server port 53 (decimal).

Messages carried by UDP are restricted to 512 bytes (not counting the IP
or UDP headers). Longer messages are truncated and the TC bit is set in
the header.

UDP is not acceptable for zone transfers, but is the recommended method
for standard queries in the Internet. Queries sent using UDP may be

lost, and hence a retransmission strategy is required. Queries or their
responses may be reordered by the network, or by processing in name
servers, so resolvers should not depend on them being returned in order.

The optimal UDP retransmission policy will vary with performance of the
Internet and the needs of the client, but the following are recommended:

- The client should try other servers and server addresses
before repeating a query to a specific address of a server.

- The retransmission interval should be based on prior
statistics if possible. Too aggressive retransmission can
easily slow responses for the community at large. Depending
on how well connected the client is to its expected servers,
the minimum retransmission interval should be 2-5 seconds.

More suggestions on server selection and retransmission policy can be
found in the resolver section of this memo.

4.2.2. TCP usage

Messages sent over TCP connections use server port 53 (decimal). The
message is prefixed with a two byte length field which gives the message
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length, excluding the two byte length field. This length field allows
the low-level processing to assemble a complete message before beginning
to parse it.

Several connection management policies are recommended:

- The server should not block other activities waiting for TCP
data.

- The server should support multiple connections.

- The server should assume that the client will initiate
connection closing, and should delay closing its end of the
connection until all outstanding client requests have been
satisfied.

- If the server needs to close a dormant connection to reclaim
resources, it should wait until the connection has been idle
for a period on the order of two minutes. In particular, the
server should allow the SOA and AXFR request sequence (which
begins a refresh operation) to be made on a single connection.
Since the server would be unable to answer queries anyway, a
unilateral close or reset may be used instead of a graceful
close.

5. MASTER FILES

Master files are text files that contain RRs in text form. Since the
contents of a zone can be expressed in the form of a list of RRs a
master file is most often used to define a zone, though it can be used

to list a cache’s contents. Hence, this section first discusses the

format of RRs in a master file, and then the special considerations when
a master file is used to create a zone in some name server.

5.1 . Format

The format of these files is a sequence of entries. Entries are
predominantly line-oriented, though parentheses can be used to continue
a list of items across a line boundary, and text literals can contain

CRLF within the text. Any combination of tabs and spaces act as a
delimiter between the separate items that make up an entry. The end of
any line in the master file can end with a comment. The comment starts
with a ";" (semicolon).

The following entries are defined:

<blank>[<comment>]
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$ORIGIN <domain-name> [<comment>]
$INCLUDE <file-name> [<domain-name>] [<comment>]
<domain-name><rr> [<comment>]
<blank><rr> [<comment>]
Blank lines, with or without comments, are allowed anywhere in the file.

Two control entries are defined: $ORIGIN and $INCLUDE. $ORIGIN is
followed by a domain name, and resets the current origin for relative
domain names to the stated name. $INCLUDE inserts the named file into
the current file, and may optionally specify a domain name that sets the
relative domain name origin for the included file. $INCLUDE may also
have a comment. Note that a $INCLUDE entry never changes the relative
origin of the parent file, regardless of changes to the relative origin

made within the included file.

The last two forms represent RRs. If an entry for an RR begins with a
blank, then the RR is assumed to be owned by the last stated owner. If
an RR entry begins with a <domain-name>, then the owner name is reset.

<rr> contents take one of the following forms:
[KTTL>] [<class>] <type> <RDATA>
[<class>] [<TTL>] <type> <RDATA>

The RR begins with optional TTL and class fields, followed by a type and
RDATA field appropriate to the type and class. Class and type use the
standard mnemonics, TTL is a decimal integer. Omitted class and TTL
values are default to the last explicitly stated values. Since type and
class mnemonics are disjoint, the parse is unique. (Note that this

order is different from the order used in examples and the order used in
the actual RRs; the given order allows easier parsing and defaulting.)

<domain-name>s make up a large share of the data in the master file.

The labels in the domain name are expressed as character strings and
separated by dots. Quoting conventions allow arbitrary characters to be
stored in domain names. Domain names that end in a dot are called
absolute, and are taken as complete. Domain hames which do not end in a
dot are called relative; the actual domain name is the concatenation of

the relative part with an origin specified in a $ORIGIN, $INCLUDE, or as

an argument to the master file loading routine. A relative name is an

error when no origin is available.
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<character-string> is expressed in one or two ways: as a contiguous set
of characters without interior spaces, or as a string beginning with a "
and ending with a ". Inside a " delimited string any character can

occur, except for a " itself, which must be quoted using \ (back slash).

Because these files are text files several special encodings are
necessary to allow arbitrary data to be loaded. In particular:

of the root.
@ A free standing @ is used to denote the current origin.
\X where X is any character other than a digit (0-9), is

used to quote that character so that its special meaning
does not apply. For example, "\." can be used to place
a dot character in a label.

\DDD where each D is a digit is the octet corresponding to
the decimal number described by DDD. The resulting
octet is assumed to be text and is not checked for
special meaning.

() Parentheses are used to group data that crosses a line
boundary. In effect, line terminations are not
recognized within parentheses.

; Semicolon is used to start a comment; the remainder of
the line is ignored.

5.2. Use of master files to define zones

When a master file is used to load a zone, the operation should be
suppressed if any errors are encountered in the master file. The
rationale for this is that a single error can have widespread
consequences. For example, suppose that the RRs defining a delegation
have syntax errors; then the server will return authoritative name

errors for all names in the subzone (except in the case where the
subzone is also present on the server).

Several other validity checks that should be performed in addition to
insuring that the file is syntactically correct:

1. All RRs in the file should have the same class.
2. Exactly one SOA RR should be present at the top of the zone.

3. If delegations are present and glue information is required,
it should be present.
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4. Information present outside of the authoritative nodes in the
zone should be glue information, rather than the result of an
origin or similar error.

5.3. Master file example

The following is an example file which might be used to define the
ISI.EDU zone.and is loaded with an origin of ISI.EDU:

@ IN SOA VENERA Action\.domains (

20 ; SERIAL
7200 ; REFRESH
600 ;RETRY

3600000; EXPIRE
60) ; MINIMUM

NS A.ISLEDU.

NS VENERA

NS VAXA

MX 10 VENERA
MX 20 VAXA

A A 26.3.0.103

VENERA A 10.1.0.52
A 128.9.0.32

VAXA A 10.2.0.27
A 128.9.0.33

$INCLUDE <SUBSYS>ISI-MAILBOXES.TXT
Where the file <SUBSYS>ISI-MAILBOXES.TXT is:

MOE MB  A.ISI.LEDU.
LARRY MB  A.ISLEDU.
CURLEY MB  A.ISL.LEDU.
STOOGES MG  MOE
MG  LARRY
MG  CURLEY

Note the use of the \ character in the SOA RR to specify the responsible
person mailbox " ContactinformationRedacted
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6. NAME SERVER IMPLEMENTATION
6.1 . Architecture

The optimal structure for the name server will depend on the host
operating system and whether the name server is integrated with resolver
operations, either by supporting recursive service, or by sharing its
database with a resolver. This section discusses implementation
considerations for a name server which shares a database with a
resolver, but most of these concerns are present in any name server.

6.1.1 . Control

A name server must employ multiple concurrent activities, whether they
are implemented as separate tasks in the host’s OS or multiplexing
inside a single name server program. It is simply not acceptable for a
name server to block the service of UDP requests while it waits for TCP
data for refreshing or query activities. Similarly, a name server

should not attempt to provide recursive service without processing such
requests in parallel, though it may choose to serialize requests from a
single client, or to regard identical requests from the same client as
duplicates. A name server should not substantially delay requests while
it reloads a zone from master files or while it incorporates a newly
refreshed zone into its database.

6.1.2 . Database

While name server implementations are free to use any internal data
structures they choose, the suggested structure consists of three major
parts:

- A "catalog" data structure which lists the zones available to
this server, and a "pointer" to the zone data structure. The
main purpose of this structure is to find the nearest ancestor
zone, if any, for arriving standard queries.

- Separate data structures for each of the zones held by the
name server.

- A data structure for cached data. (or perhaps separate caches
for different classes)

All of these data structures can be implemented an identical tree
structure format, with different data chained off the nodes in different
parts: in the catalog the data is pointers to zones, while in the zone

and cache data structures, the data will be RRs. In designing the tree
framework the designer should recognize that query processing will need
to traverse the tree using case-insensitive label comparisons; and that
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in real data, a few nodes have a very high branching factor (100-1000 or
more), but the vast majority have a very low branching factor (0-1).

One way to solve the case problem is to store the labels for each node
in two pieces: a standardized-case representation of the label where all
ASCII characters are in a single case, together with a bit mask that
denotes which characters are actually of a different case. The
branching factor diversity can be handled using a simple linked list for
a node until the branching factor exceeds some threshold, and
transitioning to a hash structure after the threshold is exceeded. In
any case, hash structures used to store tree sections must insure that
hash functions and procedures preserve the casing conventions of the
DNS.

The use of separate structures for the different parts of the database
is motivated by several factors:

The catalog structure can be an almost static structure that
need change only when the system administrator changes the
zones supported by the server. This structure can also be
used to store parameters used to control refreshing

activities.

- The individual data structures for zones allow a zone to be
replaced simply by changing a pointer in the catalog. Zone
refresh operations can build a new structure and, when
complete, splice it into the database via a simple pointer
replacement. It is very important that when a zone is
refreshed, queries should not use old and new data
simultaneously.

- With the proper search procedures, authoritative data in zones
will always "hide", and hence take precedence over, cached
data.

- Errors in zone definitions that cause overlapping zones, etc.,
may cause erroneous responses to queries, but problem
determination is simplified, and the contents of one "bad"
zone can'’t corrupt another.

- Since the cache is most frequently updated, it is most
vulnerable to corruption during system restarts. It can also
become full of expired RR data. In either case, it can easily
be discarded without disturbing zone data.

A major aspect of database design is selecting a structure which allows

the name server to deal with crashes of the name server’s host. State
information which a name server should save across system crashes
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includes the catalog structure (including the state of refreshing for
each zone) and the zone data itself.

6.1.3. Time

Both the TTL data for RRs and the timing data for refreshing activities
depends on 32 bit timers in units of seconds. Inside the database,
refresh timers and TTLs for cached data conceptually "count down", while
data in the zone stays with constant TTLs.

A recommended implementation strategy is to store time in two ways: as
a relative increment and as an absolute time. One way to do this is to
use positive 32 bit numbers for one type and negative numbers for the
other. The RRs in zones use relative times; the refresh timers and

cache data use absolute times. Absolute numbers are taken with respect
to some known origin and converted to relative values when placed in the
response to a query. When an absolute TTL is negative after conversion
to relative, then the data is expired and should be ignored.

6.2. Standard query processing

The major algorithm for standard query processing is presented in
[ RFC-1034].

When processing queries with QCLASS=*, or some other QCLASS which
matches multiple classes, the response should never be authoritative
unless the server can guarantee that the response covers all classes.

When composing a response, RRs which are to be inserted in the
additional section, but duplicate RRs in the answer or authority
sections, may be omitted from the additional section.

When a response is so long that truncation is required, the truncation
should start at the end of the response and work forward in the
datagram. Thus if there is any data for the authority section, the
answer section is guaranteed to be unique.

The MINIMUM value in the SOA should be used to set a floor on the TTL of
data distributed from a zone. This floor function should be done when

the data is copied into a response. This will allow future dynamic

update protocols to change the SOA MINIMUM field without ambiguous
semantics.

6.3. Zone refresh and reload processing
In spite of a server’s best efforts, it may be unable to load zone data

from a master file due to syntax errors, etc., or be unable to refresh a
zone within the its expiration parameter. In this case, the name server
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should answer queries as if it were not supposed to possess the zone.

If a master is sending a zone out via AXFR, and a new version is created
during the transfer, the master should continue to send the old version

if possible. In any case, it should never send part of one version and
part of another. If completion is not possible, the master should reset
the connection on which the zone transfer is taking place.

6.4. Inverse queries (Optional)

Inverse queries are an optional part of the DNS. Name servers are not
required to support any form of inverse queries. If a name server
receives an inverse query that it does not support, it returns an error
response with the "Not Implemented" error set in the header. While
inverse query support is optional, all name servers must be at least
able to return the error response.

6.4.1. The contents of inverse queries and responses Inverse
queries reverse the mappings performed by standard query operations;
while a standard query maps a domain name to a resource, an inverse
guery maps a resource to a domain name. For example, a standard query
might bind a domain name to a host address; the corresponding inverse
query binds the host address to a domain name.

Inverse queries take the form of a single RR in the answer section of
the message, with an empty question section. The owner name of the
qguery RR and its TTL are not significant. The response carries
guestions in the question section which identify all names possessing

the query RR WHICH THE NAME SERVER KNOWS. Since no name server knows

about all of the domain name space, the response can never be assumed to
be complete. Thus inverse queries are primarily useful for database
management and debugging activities. Inverse queries are NOT an
acceptable method of mapping host addresses to host names; use the IN-
ADDR.ARPA domain instead.

Where possible, name servers should provide case-insensitive comparisons
for inverse queries. Thus an inverse query asking for an MX RR of
"Venera.isi.edu" should get the same response as a query for
"VENERA.ISI.EDU"; an inverse query for HINFO RR "IBM-PC UNIX" should
produce the same result as an inverse query for "IBM-pc unix". However,
this cannot be guaranteed because name servers may possess RRs that
contain character strings but the name server does not know that the

data is character.

When a name server processes an inverse query, it either returns:

1. zero, one, or multiple domain names for the specified
resource as QNAMEs in the question section
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2. an error code indicating that the name server doesn’t support
inverse mapping of the specified resource type.

When the response to an inverse query contains one or more QNAMEs, the
owner name and TTL of the RR in the answer section which defines the
inverse query is modified to exactly match an RR found at the first

QNAME.

RRs returned in the inverse queries cannot be cached using the same
mechanism as is used for the replies to standard queries. One reason
for this is that a name might have multiple RRs of the same type, and
only one would appear. For example, an inverse query for a single
address of a multiply homed host might create the impression that only
one address existed.

6.4.2 . Inverse query and response example The overall structure
of an inverse query for retrieving the domain name that corresponds to
Internet address 10.1.0.52 is shown below:

+ +
Header | OPCODE=IQUERY, ID=997
+ +
Question | <empty> |
+ +
Answer | <anyname> A IN 10.1.0.52 |
+ +
Authority | <empty> |
+ +
Additional | <empty> |
+ +

This query asks for a question whose answer is the Internet style

address 10.1.0.52. Since the owner name is not known, any domain hame
can be used as a placeholder (and is ignored). A single octet of zero,
signifying the root, is usually used because it minimizes the length of

the message. The TTL of the RR is not significant. The response to

this query might be:
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Header | | OPCODE=RESPONSE, IDI:997 [
Question |QITYPE:A, QCLASS=IN, QNAMEI:VENERA.ISI.EDU |
Answer |IVENERA.ISI.EDU AIN 10.1.0.I52 |
Authority | | <empty> | |
Additional | | <empty> |

Note that the QTYPE in a response to an inverse query is the same as the
TYPE field in the answer section of the inverse query. Responses to
inverse queries may contain multiple questions when the inverse is not
unique. If the question section in the response is not empty, then the

RR in the answer section is modified to correspond to be an exact copy

of an RR at the first QNAME.

6.4.3. Inverse query processing

Name servers that support inverse queries can support these operations
through exhaustive searches of their databases, but this becomes
impractical as the size of the database increases. An alternative
approach is to invert the database according to the search key.

For name servers that support multiple zones and a large amount of data,
the recommended approach is separate inversions for each zone. When a
particular zone is changed during a refresh, only its inversions need to

be redone.

Support for transfer of this type of inversion may be included in future
versions of the domain system, but is not supported in this version.

6.5. Completion queries and responses

The optional completion services described in RFC-882 and RFC-883 have
been deleted. Redesigned services may become available in the future.
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7. RESOLVER IMPLEMENTATION

The top levels of the recommended resolver algorithm are discussed in

[ RFC-1034]. This section discusses implementation details assuming the
database structure suggested in the name server implementation section
of this memo.

7.1 . Transforming a user request into a query

The first step a resolver takes is to transform the client’s request,

stated in a format suitable to the local OS, into a search specification

for RRs at a specific name which match a specific QTYPE and QCLASS.
Where possible, the QTYPE and QCLASS should correspond to a single type
and a single class, because this makes the use of cached data much

simpler. The reason for this is that the presence of data of one type

in a cache doesn’t confirm the existence or non-existence of data of

other types, hence the only way to be sure is to consult an

authoritative source. If QCLASS=* is used, then authoritative answers

won't be available.

Since a resolver must be able to multiplex multiple requests if it is to
perform its function efficiently, each pending request is usually
represented in some block of state information. This state block will
typically contain:

- A timestamp indicating the time the request began.
The timestamp is used to decide whether RRs in the database
can be used or are out of date. This timestamp uses the
absolute time format previously discussed for RR storage in
zones and caches. Note that when an RRs TTL indicates a
relative time, the RR must be timely, since it is part of a
zone. When the RR has an absolute time, it is part of a
cache, and the TTL of the RR is compared against the timestamp
for the start of the request.

Note that using the timestamp is superior to using a current
time, since it allows RRs with TTLs of zero to be entered in
the cache in the usual manner, but still used by the current
request, even after intervals of many seconds due to system
load, query retransmission timeouts, etc.

- Some sort of parameters to limit the amount of work which will
be performed for this request.

The amount of work which a resolver will do in response to a
client request must be limited to guard against errors in the
database, such as circular CNAME references, and operational
problems, such as network partition which prevents the
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resolver from accessing the name servers it needs. While
local limits on the number of times a resolver will retransmit
a particular query to a particular name server address are
essential, the resolver should have a global per-request
counter to limit work on a single request. The counter should
be set to some initial value and decremented whenever the
resolver performs any action (retransmission timeout,
retransmission, etc.) If the counter passes zero, the request
is terminated with a temporary error.

Note that if the resolver structure allows one request to

start others in parallel, such as when the need to access a

name server for one request causes a parallel resolve for the
name server’s addresses, the spawned request should be started
with a lower counter. This prevents circular references in

the database from starting a chain reaction of resolver

activity.

- The SLIST data structure discussed in [ RFC-1034].

This structure keeps track of the state of a request if it
must wait for answers from foreign name servers.

7.2 . Sending the queries

As described in [ RFC-1034], the basic task of the resolver is to
formulate a query which will answer the client’s request and direct that
guery to name servers which can provide the information. The resolver
will usually only have very strong hints about which servers to ask, in
the form of NS RRs, and may have to revise the query, in response to
CNAMEs, or revise the set of name servers the resolver is asking, in
response to delegation responses which point the resolver to name
servers closer to the desired information. In addition to the
information requested by the client, the resolver may have to call upon
its own services to determine the address of name servers it wishes to
contact.

In any case, the model used in this memo assumes that the resolver is
multiplexing attention between multiple requests, some from the client,
and some internally generated. Each request is represented by some
state information, and the desired behavior is that the resolver

transmit queries to name servers in a way that maximizes the probability
that the request is answered, minimizes the time that the request takes,
and avoids excessive transmissions. The key algorithm uses the state
information of the request to select the next name server address to
guery, and also computes a timeout which will cause the next action
should a response not arrive. The next action will usually be a
transmission to some other server, but may be a temporary error to the
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client.

The resolver always starts with a list of server names to query (SLIST).
This list will be all NS RRs which correspond to the nearest ancestor
zone that the resolver knows about. To avoid startup problems, the
resolver should have a set of default servers which it will ask should

it have no current NS RRs which are appropriate. The resolver then adds
to SLIST all of the known addresses for the name servers, and may start
parallel requests to acquire the addresses of the servers when the
resolver has the name, but no addresses, for the name servers.

To complete initialization of SLIST, the resolver attaches whatever
history information it has to the each address in SLIST. This will
usually consist of some sort of weighted averages for the response time
of the address, and the batting average of the address (i.e., how often
the address responded at all to the request). Note that this

information should be kept on a per address basis, rather than on a per
name server basis, because the response time and batting average of a
particular server may vary considerably from address to address. Note
also that this information is actually specific to a resolver address /
server address pair, so a resolver with multiple addresses may wish to
keep separate histories for each of its addresses. Part of this step

must deal with addresses which have no such history; in this case an
expected round trip time of 5-10 seconds should be the worst case, with
lower estimates for the same local network, etc.

Note that whenever a delegation is followed, the resolver algorithm
reinitializes SLIST.

The information establishes a partial ranking of the available name

server addresses. Each time an address is chosen and the state should
be altered to prevent its selection again until all other addresses have
been tried. The timeout for each transmission should be 50-100% greater
than the average predicted value to allow for variance in response.

Some fine points:

- The resolver may encounter a situation where no addresses are
available for any of the name servers named in SLIST, and
where the servers in the list are precisely those which would
normally be used to look up their own addresses. This
situation typically occurs when the glue address RRs have a
smaller TTL than the NS RRs marking delegation, or when the
resolver caches the result of a NS search. The resolver
should detect this condition and restart the search at the
next ancestor zone, or alternatively at the root.
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- If a resolver gets a server error or other bizarre response
from a name server, it should remove it from SLIST, and may
wish to schedule an immediate transmission to the next
candidate server address.

7.3 . Processing responses

The first step in processing arriving response datagrams is to parse the
response. This procedure should include:

- Check the header for reasonableness. Discard datagrams which
are queries when responses are expected.

- Parse the sections of the message, and insure that all RRs are
correctly formatted.

- As an optional step, check the TTLs of arriving data looking
for RRs with excessively long TTLs. If a RR has an
excessively long TTL, say greater than 1 week, either discard
the whole response, or limit all TTLs in the response to 1
week.

The next step is to match the response to a current resolver request.
The recommended strategy is to do a preliminary matching using the ID
field in the domain header, and then to verify that the question section
corresponds to the information currently desired. This requires that

the transmission algorithm devote several bits of the domain ID field to
a request identifier of some sort. This step has several fine points:

- Some name servers send their responses from different
addresses than the one used to receive the query. Thatis, a
resolver cannot rely that a response will come from the same
address which it sent the corresponding query to. This name
server bug is typically encountered in UNIX systems.

- If the resolver retransmits a particular request to a name
server it should be able to use a response from any of the
transmissions. However, if it is using the response to sample
the round trip time to access the name server, it must be able
to determine which transmission matches the response (and keep
transmission times for each outgoing message), or only
calculate round trip times based on initial transmissions.

- A name server will occasionally not have a current copy of a
zone which it should have according to some NS RRs. The
resolver should simply remove the name server from the current
SLIST, and continue.
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7.4 . Using the cache

In general, we expect a resolver to cache all data which it receives in
responses since it may be useful in answering future client requests.
However, there are several types of data which should not be cached:

- When several RRs of the same type are available for a
particular owner name, the resolver should either cache them
all or none at all. When a response is truncated, and a
resolver doesn’t know whether it has a complete set, it should
not cache a possibly partial set of RRs.

- Cached data should never be used in preference to
authoritative data, so if caching would cause this to happen
the data should not be cached.

- The results of an inverse query should not be cached.

- The results of standard queries where the QNAME contains "*"
labels if the data might be used to construct wildcards. The
reason is that the cache does not necessarily contain existing
RRs or zone boundary information which is necessary to
restrict the application of the wildcard RRs.

- RR data in responses of dubious reliability. When a resolver
receives unsolicited responses or RR data other than that
requested, it should discard it without caching it. The basic
implication is that all sanity checks on a packet should be
performed before any of it is cached.

In a similar vein, when a resolver has a set of RRs for some name in a
response, and wants to cache the RRs, it should check its cache for
already existing RRs. Depending on the circumstances, either the data
in the response or the cache is preferred, but the two should never be
combined. If the data in the response is from authoritative data in the
answer section, it is always preferred.

8. MAIL SUPPORT

The domain system defines a standard for mapping mailboxes into domain
names, and two methods for using the mailbox information to derive mail
routing information. The first method is called mail exchange binding

and the other method is mailbox binding. The mailbox encoding standard
and mail exchange binding are part of the DNS official protocol, and are
the recommended method for mail routing in the Internet. Mailbox

binding is an experimental feature which is still under development and
subject to change.
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The mailbox encoding standard assumes a mailbox name of the form
"<local-part>@<mail-domain>". While the syntax allowed in each of these
sections varies substantially between the various mail internets, the

preferred syntax for the ARPA Internet is given in [ RFC-822].

The DNS encodes the <local-part> as a single label, and encodes the
<mail-domain> as a domain name. The single label from the <local-part>

is prefaced to the domain name from <mail-domain> to form the domain

name corresponding to the mailbox. Thus the mailbox HOSTMASTER@SRI-
NIC.ARPA is mapped into the domain name HOSTMASTER.SRI-NIC.ARPA. If the
<local-part> contains dots or other special characters, its

representation in a master file will require the use of backslash

quoting to ensure that the domain name is properly encoded. For

example, the mailbox ContactinformationRedacted would be represented as
Action\.domains.ISI.EDU.

8.1. Mail exchange binding

Mail exchange binding uses the <mail-domain> part of a mailbox

specification to determine where mail should be sent. The <local-part>

is not even consulted. [ RFC-974] specifies this method in detail, and
should be consulted before attempting to use mail exchange support.

One of the advantages of this method is that it decouples mail
destination naming from the hosts used to support mail service, at the
cost of another layer of indirection in the lookup function. However,
the addition layer should eliminate the need for complicated "%", "!",
etc encodings in <local-part>.

The essence of the method is that the <mail-domain> is used as a domain
name to locate type MX RRs which list hosts willing to accept mail for
<mail-domain>, together with preference values which rank the hosts
according to an order specified by the administrators for <mail-domain>.

In this memo, the <mail-domain> ISI.EDU is used in examples, together

with the hosts VENERA.ISI.EDU and VAXA.ISI.EDU as mail exchanges for

ISI.LEDU. If a mailer had a message for ContactinformationRedactec it would
route it by looking up MX RRs for ISI.LEDU. The MX RRs at ISI.EDU name
VENERA.ISI.EDU and VAXA.ISI.LEDU, and type A queries can find the host

addresses.

8.2. Mailbox binding (Experimental)
In mailbox binding, the mailer uses the entire mail destination
specification to construct a domain name. The encoded domain name for

the mailbox is used as the QNAME field in a QTYPE=MAILB query.

Several outcomes are possible for this query:
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1. The query can return a name error indicating that the mailbox

does not exist as a domain name.

In the long term, this would indicate that the specified
mailbox doesn’t exist. However, until the use of mailbox
binding is universal, this error condition should be

interpreted to mean that the organization identified by the

global part does not support mailbox binding. The

appropriate procedure is to revert to exchange binding at

this point.

N

. The query can return a Mail Rename (MR) RR.

The MR RR carries new mailbox specification in its RDATA

field. The mailer should replace the old mailbox with the
new one and retry the operation.

w

. The query can return a MB RR.

The MB RR carries a domain name for a host in its RDATA

field. The mailer should deliver the message to that host
via whatever protocol is applicable, e.g., b,SMTP.

4. The query can return one or more Mail Group (MG) RRs.

(21

This condition means that the mailbox was actually a mailing
list or mail group, rather than a single mailbox. Each MG RR
has a RDATA field that identifies a mailbox that is a member
of the group. The mailer should deliver a copy of the
message to each member.

. The query can return a MB RR as well as one or more MG RRs.

This condition means the the mailbox was actually a mailing
list. The mailer can either deliver the message to the host
specified by the MB RR, which will in turn do the delivery to
all members, or the mailer can use the MG RRs to do the
expansion itself.

In any of these cases, the response may include a Mail Information
(MINFO) RR. This RR is usually associated with a mail group, but is
legal with a MB. The MINFO RR identifies two mailboxes. One of these
identifies a responsible person for the original mailbox name. This
mailbox should be used for requests to be added to a mail group, etc.

The second mailbox name in the MINFO RR identifies a mailbox that should

receive error messages for mail failures. This is particularly
appropriate for mailing lists when errors in member names should be
reported to a person other than the one who sends a message to the list.
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New fields may be added to this RR in the future.
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Abstract Price cap regulation (PCR) has now been employed in the telecommuni-
cations industry for more than a quarter century. We review the experience with PCR
and offer an explanation for its popularity. PCR’s design flexibility, its ability to limit
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1 Introduction

Regulators in the United Kingdom (UK) adopted price cap regulation (PCR) in their
telecommunications industry in 1984 (Littlechild 1983, 2003a; Crew and Kleindorfer
1996b). Since that time, PCR has been employed extensively in many telecommu-
nication markets throughout the world. With more than 25 years of experience with
PCR and other alternatives to rate of return regulation (ROR), it seems appropriate to
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review the experience with PCR and to assess the reasons for its widespread adoption.
We offer a first step in this regard.

We examine the adoption of “incentive regulation” (i.e., PCR and other alternatives
to ROR) in the telecommunications industry since 1984. We explain how regulators
can, and have, varied the parameters of PCR plans to adapt PCR to the environment in
which it is implemented. PCR can resemble ROR, affording little pricing discretion to
the regulated firm and providing limited incentives for innovation and cost reduction. !
However, PCR also can afford the firm substantial pricing discretion and provide
strong incentives for innovation. The most appropriate variant of PCR depends in part
upon regulatory goals and the intensity of market competition.

In addition to reviewing the principles that underlie the design of PCR and other
alternatives to ROR, we summarize recent empirical findings regarding the impact of
incentive regulation on industry performance. In doing so, we identify several expected
effects of incentive regulation as well as some “surprises.”

After reviewing the experience with incentive regulation in the telecommunica-
tions industry, we consider the implications of this experience for regulatory policy in
other industries. Definitive conclusions are difficult in light of important institutional
and technological differences across industries. For example, energy conservation con-
cerns can complicate the design of incentive regulation in the energy industry. Although
definitive conclusions are elusive, we suggest why some trends in the telecommuni-
cations industry seem likely to persist more broadly while others do not.

Our discussion of these issues proceeds as follows. Section 2 reviews the key fea-
tures of ROR, PCR, and earnings sharing regulation (ESR). Section 3 documents the
use of these regulatory policies in selected telecommunications markets around the
world. Section 4 notes the need to ensure adequate levels of service quality under
incentive regulation plans and explains some of the difficulties in doing so. Section 5
summarizes the findings of recent empirical studies of industry performance under
incentive regulation. Section 6 analyzes the key parameters of PCR plans that can be
varied to reflect the environment in which PCR is implemented. Section 7 explains how
the ability to tailor PCR plans to the prevailing environment has contributed to PCR’s
popularity. Section 8 recounts some “surprises” that have arisen under incentive regu-
lation in the telecommunications industry. Section 9 concludes, in part by considering
the extent to which the experience with incentive regulation in the telecommunica-
tions industry can be employed to inform the design of regulatory policy in other
industries.”

' contrasting ROR and PCR as practiced in the UK, Armstrong et al. (1994, p. 172) note that “As
a rough characterization, under rate-of-return regulation reviews are infrequent, and the regulatory lag is
endogenous because either side can request a review, whereas under price caps the lag is relatively long, and
the date of the next review is fixed in advance. The difference is one of degree rather than kind.” (Regulatory
lag refers to the time period between rate reviews under ROR.) Crew and Kleindorfer (1996b) describe the
differences between the implementation of PCR in the United States (US) and in the UK.

2 Crew and Kleindorfer (2002) provide a broad review of regulatory theory and practice in several industries
in recent years. Our work complements their work by focusing on the design and implementation of PCR
in the telecommunications industry and by reviewing the recent empirical literature on the effects of PCR
and other alternatives to ROR.
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2 Three common regulatory regimes

When competition is unable to impose meaningful discipline on incumbent suppliers
of essential services, regulation can be employed as an imperfect substitute for the
missing market discipline.> ROR, PCR, and ESR have all been called upon to serve
this role.

Under ROR, the regulator typically sets the prices that the regulated firm can charge
for each of its regulated services. The prices are set to provide the firm with areasonable
opportunity to earn a fair rate of return on its regulated investments. Should the firm’s
realized rate of return diverge substantially from its expected level under ROR, the
regulator can adjust the firm’s prices accordingly.*

Under PCR, the regulator initially studies the firm’s capabilities and its operat-
ing environment in order to determine the revenues that would likely allow the firm to
secure reasonable earnings. When PCR is first implemented, the regulator often imple-
ments rate rebalancing, modifying the rate structure to align prices more closely with
underlying costs.’ The regulator then sets the maximum rate at which the inflation-
adjusted prices of the firm’s regulated services can increase, on average, each year until
the PCR plan is reviewed. Formally, PCR often restricts annual average price increases
to be less than the economy-wide rate of price inflation by a specified amount, called
the “X factor.” To illustrate, suppose the X factor is 3% and the economy-wide inflation
rate is 2% during each of the 4 years before the scheduled review of a PCR plan. Under
this plan, the regulated firm would be required to reduce the prices that it charges, on
average, by 1% annually during the plan (since 2% — 3% = —1%).

PCR differs from ROR in two important respects. First, PCR grants the firm some
discretion in setting prices for its services. Although PCR constrains the rate at which
the firm’s prices can increase on average, it affords the firm some freedom in setting

3 Kahn (1970, p. 17) observes that “the single most widely accepted rule for the governance of the regulated
industries is regulate them in such a way as to produce the same results as would be produced by effective
competition, if it were feasible.”

4 ROR typically functions like other forms of cost of service regulation in that the regulator determines
which of the firm’s expenditures constitute legitimate costs when calculating the firm’s rate of return. This
process is typically partitioned into two separate stages a revenue requirement stage and a rate design
phase. As Robinson and Nachbar (2008, pp.483—484) observe, “The objective is to find a rate that matches
shareholders’ expectations, but ... the regulators’ very act of setting rates creates substantial circularity
(because investor expectations are in turn a function of the rates being determined).” Bonbright (1961, pp.
135-136) also discusses the interplay between rate levels and rate structures. He notes that “The levels must
suffice to make rates as a whole cover costs as a whole, including (or plus) a proper allowance for interest
and profits. But the ability of a company to secure adequate over-all revenues depends on the structure of
the rates as well as on their average height ...”

5 Rate rebalancing helps to ensure that PCR promotes industry cost reduction. It does so by encouraging
competitors to focus on attracting customers that they can serve at lower cost than the incumbent supplier
rather than providing services whose rates have been set well above the incumbent’s costs in order to finance
below-cost rates for other services. Even when competition is limited, however, rate rebalancing can lead to
allocative efficiency gains in the short-run by reducing price-cost margins and in the long-run by increasing
the likelihood that rate changes mandated under PCR move prices in the direction of underlying costs.
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individual prices that comply with the cap on average prices.® Second, the required
decline in inflation-adjusted prices under PCR (i.e., the X factor) is not revised before
the scheduled review of the price cap plan even if the firm earns considerably more or
less profit than originally anticipated.’

ROR can foster industry investment by ensuring a high likelihood of a reasonable
return on investment.® However, to the extent that ROR requires the regulated firm to
reduce its prices as its realized production costs decline (and thus its realized earnings
rise), ROR can limit the firm’s incentive to reduce its operating costs. Thus, although
ROR can ensure that the firm’s actual return on investment never departs too radically
from what is deemed to be a reasonable return, ROR may discourage innovation
and cost reduction of all forms (e.g., the elimination of unnecessary perquisites for
employees of the regulated firm). In contrast, PCR can promote innovation and cost
reduction by severing the link between realized costs and allowed prices (at least
temporarily). PCR secures these enhanced incentives by permitting the firm’s actual
returns to diverge substantially from anticipated returns.

Earnings sharing regulation (ESR)? can provide intermediate incentives for
innovation and cost reduction by tolerating moderate variation between realized and
anticipated earnings. A typical ESR plan specifies a target rate of return on investment
(like the 12% target in Fig. 1).!0 It also specifies a “no sharing” range of earnings
around the target return (e.g., earnings that generate rates of return between 10 and
14% in Fig. 1). The firm is authorized to keep all earnings that it secures within the no
sharing range, and so ESR functions much like PCR in this range.!! The two policies
differ for higher or lower earnings, however. Incremental earnings above and below
the no sharing range of earnings are shared with customers.!? Under the ESR plan
illustrated in Fig. 1, the regulated firm and its customers each receive one-half of
incremental earnings when earnings are in the range that, after sharing, secures rates
of return between 9 and 10% and between 14 and 16%. This plan also incorporates

6 Some PCR plans limit the amount by which the price of a particular service can change. For example,
a PCR plan might prohibit a substantial increase in the price of basic local telephone service regardless of
the average level of other prices.

T 1t is important to differentiate PCR from regulatory policies that place an upper bound on the revenue
that the regulated firm can earn. As Crew and Kleindorfer (1996a) demonstrate, “revenue caps” can lead
the regulated firm to set prices that exceed the unregulated monopoly level, since the firm bears the full cost
of output expansion but may not be allowed to secure any of the associated revenue.

8 This is the case if the regulator truly ensures a high likelihood of a reasonable return on investment. The
same is not true if the regulator severely limits the firm’s return on all successful investments and forces the
firm to bear the full financial consequences of all unsuccessful investments. See Kolbe and Tye (1991) for
further discussion of this issue.

9 ESR is sometimes referred to as sliding-scale regulation (e.g., Braeutigam and Panzar 1993).
10 Thjs illustration of ESR is drawn from Hauge and Sappington (2010).
1 Lyon (1996) refers to this zone in which no sharing of earnings occurs as the “deadband.”

12 This sharing can be implemented by reducing prices (perhaps by increasing the X factor) when earnings
exceed the upper bound of the no sharing range and by increasing prices when earnings fall below the lower
bound of the range. Earnings above the upper bound of the no sharing range can be shared with customers
in a variety of ways. For instance, customers might receive direct cash payments or reductions in their
monthly bills. Alternatively, the earnings might finance network expansion into regions that are relatively
unprofitable to serve.
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Fig. 1 An Earnings Sharing Regulation Plan

upper (16%) and lower (9%) bounds on the realized rate of return. Such bounds are
common in practice. The bounds in Fig. 1 ensure that all incremental earnings above
the earnings that provide a 16% return accrue entirely to the firm’s customers. In con-
trast, if the firm would secure less than a 9% return under the prevailing regulated
price structure and earnings sharing arrangement, the regulator would increase prices
to ensure the firm secures the specified lower bound on the rate of return (9%).!3
Thus, an earnings sharing plan of this type resembles ROR when realized earnings are
sufficiently far above or below the target rate of return.'#

3 Regulatory plans in practice

ROR, PCR, and ESR all are employed in practice throughout the world in many
industries. Table 1 summarizes the results of a survey of electricity, gas, and telecom-
munications regulators in developing and transition countries. Regulators from 60
regulatory bodies in 36 countries responded to the survey conducted by Kirkpatrick

13 Earnings need not be shared equally under ESR. Furthermore, the share of incremental earnings awarded
to customers need not increase as realized earnings increase. To illustrate, consider the ESR plan under
which Rochester Telephone (RT) operated in the United States in 1991 and 1992. The plan awarded to RT’s
customers the first 50 basis points of return in excess of the target return. The next 50 basis points accrued to
RT. More pronounced incremental earnings were shared equally by RT and its customers. Earnings sharing
plans of this type can provide the regulated firm with strong incentives to secure relatively large reductions
in operating costs. See Blackmon (1994, Chap. 4) and Sappington and Weisman (1996a, pp. 142-143) for
further discussion of this issue.

14 ESR plans do not always protect the regulated firm against relatively low earnings, as the plan in Fig. 1
does. (See, for example, Alberta Utilities Commission 2009). ESR plans that require the regulated firm to
share relatively high earnings with customers but do not raise prices in the event of relatively low earnings can
increase the firm’s cost of capital by limiting favorable financial outcomes without mitigating unfavorable
financial outcomes.
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Table 1 The Number of Developing and Transition Countries Employing the Identified Regulatory Policy

Region Rate of Return Regulation Earnings Sharing Regulation Price Cap Regulation
Africa 7 1 7
Asia 4 2 7
Latin America 2 3 5
Other 4 2 5
Total 17 7 24

Table 2 The Number of US State Telecommunications Regulatory Agencies Employing the Identified
Regulatory Policy

Year Rate of Return Earnings Sharing Rate Case Moratoria Price Cap Regulation
Regulation Regulation
1985 50 0 0 0
1987 36 3 10 0
1990 23 14 9 1
1993 17 22 5 3
1995 18 17 3 9
1998 13 2 3 30
2000 7 1 1 39
2003 6 0 0 40
2007 3 0 0 33

et al. (2005). The survey found that PCR was employed in 24 (40%) of these 36
countries, ROR regulation was employed in 17 (28%) of the countries, and ESR was
employed in 7 (12%) of the countries. The adoption of PCR was most pronounced
in the telecommunications industry. 16 of the 21 countries (76%) that reported use of
either PCR or ROR in their telecommunications sector employed PCR.!>

PCR has also been adopted extensively in telecommunications sectors in devel-
oped countries, including Argentina, Australia, Canada, Chile, Columbia, Denmark,
Ecuador, France, Germany, Greece, Hungary, Ireland, Mexico, Pakistan, Portugal,
Sweden, the UK, the United States (US), and Venezuela.'® To provide some feel for
the pattern of PCR adoption over time, Table 2 reviews the state level experience in
the US. The table reports the number of states that employed the identified regulatory

15 Seven of the 18 countries (39%) that reported use of ROR or PCR in their electricity sector employed
PCR.

16 See Intven and Tétrault (2000, p. 4-24), OECD (1997, pp. 34-35), and Wallsten (2004). Hope and Moore
(2007) review the PCR plan in Barbados, and compare it to the PCR plan in Jamaica. Facanha and Resende
(2004) describe Brazil’s PCR plan. Price cap regulation also has been employed in the postal sector in many
countries. See Correia da Silva et al. (2004) and Eccles and Kuipers (2006), for example.
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policy in selected years between 1985 and 2007 to regulate the activities of the primary
incumbent supplier of telecommunications services in the state.!”

Table 2 reveals that the use of ROR in the US telecommunications industry has
declined steadily since 1985. The use of ESR has also declined steadily since its
peak in 1993. ESR is no longer employed by state regulators in the US.!® Since the
turn of the century, PCR has been the predominant form of regulation in the US
telecommunications sector.'® PCR has been the primary form of telecommunications
regulation during this period in many other countries as well, including Canada and
the UK.

The US experience with alternatives to ROR can be partitioned into three phases.
In the late 1980s, rate case moratoria (RCM) were the primary alternative to ROR.
RCM suspend rate hearings, which typically are employed under ROR to revise the
prices charged by the regulated firm to reflect realized production costs. Thus, RCM
functions like PCR in that it reduces the direct link between prices and production
costs (at least temporarily). In contrast to PCR, RCM typically does not afford the
regulated firm much flexibility to adjust prices. Thus, RCM might be viewed as a form
of PCR in which the X factor is set equal to the economy-wide rate of inflation (so
prices cannot change, on average) and the firm has little or no freedom to restructure
prices. Rate case moratoria typically were adopted for relatively short periods of time
(often 1 or 2 years).

PCR was adopted more frequently and RCM were imposed less frequently during
the 1990s. The PCR plans adopted in the US during this period typically sched-
uled reviews only after a substantial period of time had elapsed (often 3 or 4 years).
In addition, the plans often afforded the firm considerable pricing flexibility. The
X factors under these plans often were set to offset any advantages that regulated
telecommunications suppliers were perceived to enjoy relative to other suppliers in
the economy. These advantages included less rapid growth in input prices and higher
potential productivity growth rates.?’

Many state regulators in the US employed PCR by the turn of the century. Indeed,
40 of the 50 states (80%) employed PCR in 2003. The PCR plans adopted during this
period implemented fairly long time periods between reviews (often 4 or 5 years) and
afforded the firm substantial pricing flexibility. Price controls often were applied to a
diminishing set of services, as competitive forces were now helping to constrain prices
on many telecommunications services.>! The strengthening of competitive forces also

17 The statistics reported in Table 2 are drawn from Sappington (2002); Ai et al. (2004), and Pérez-Chavolla
(2007).

18 ESR was never employed in the Canadian or the UK telecommunications sectors.

19 In recent years, state regulators in the North America have begun to replace PCR with substantial
deregulation of all but the most basic access services, just as OFCOM has done in the UK.

20 See Bernstein and Sappington (1999) for a formal analysis of this approach and Crew and Kleindorfer
(1996b) for a critique of the approach. Tardiff and Taylor (2003) report that the average X factor in state
PCR plans in the US telecommunications industry was approximately 2.7% as of 2003. Intven and Tétrault
(2000, p. 4-24) review the (generally higher) X factors employed in national telecommunications regulation
plans in selected countries.

21 The Telecommunications Act of 1996 (Pub. L. No. 104-104, 110 Stat. 56 (codified at 47 U.S.C. §§ 151
et seq.)) opened nearly all US telecommunications markets to competition.
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reduced the need for regulators to predict the extent to which regulated suppliers could
reasonably achieve more rapid productivity growth than other firms in the economy
and to adjust the X factor accordingly. Instead, regulators often set the X factor equal to
the rate of inflation (as they had implicitly done under RCM), thereby simply requiring
prices not to increase, on average.”

The declining adoption of PCR after 2003 identified in Table 2 reflects the growing
trend toward deregulation of most or all retail telecommunications services in the
US.?? Retail telecommunications services also were largely deregulated throughout
the UK in 2006.%4

The widespread adoption of PCR in telecommunications markets throughout the
world likely reflects in part generally favorable experience with PCR. Before reviewing
this experience in Sect. 5, we consider briefly one important dimension of industry
experience under incentive regulation—service quality.

4 Designing complementary service quality regulation

The foregoing discussion has focused on the manner in which PCR, ESR, and ROR
attempt to secure low prices for consumers. Yet consumers value high levels of service
quality just as they value low prices. Consequently, it is important to consider how
adequate levels of service quality are secured under ROR and its alternatives.

Under ROR, the regulator typically authorizes higher prices to compensate the firm
for the increased costs of delivering higher levels of service quality. In contrast, the
firm usually is not automatically reimbursed for the costs of increased service quality
under incentive regulation plans like PCR. When it faces a binding price ceiling, a
regulated monopolist is unable to capture the full incremental surplus generated by
an increase in service quality. Consequently, when the firm bears the full cost of the
increased quality, it will deliver less than the surplus-maximizing level of quality. As
Spence (1975, p. 420, note 5) observes, “where price is fixed ... the firm always sets
quality too low.”?>

Because the price controls in incentive regulation plans alone may not provide ideal
incentives for the delivery of service quality, the plans often specify service quality
standards and associated financial penalties for failure to achieve the standards.? For
example, some plans specify the speed with which customer service representatives

22 Substantial price reductions compelled by a very high X factor can discourage competitive entry. UK
regulators considered this effect when setting the X factor equal to the rate of inflation in 2003. The regulators
noted that “such a safeguard control reduces the risk of distortion of competition” (OFTEL 2003, 6.17).

23 The state of Nebraska was a pioneer in the deregulation of telecommunications services in the US. After
limiting regulation to basic local service rates, the Nebraska Public Service Commission announced in 1987
that it would only investigate proposed rate increases for basic local service if these increases exceeded 10%
in any year or if more than 2% of the telephone company’s customers signed a formal petition requesting
regulatory intervention (Mueller 1993).

24 Hauge and Sappington (2010) review the UK experience with price cap regulation.

5 In settings where the regulated monopolist faces potential competition, increased quality may help
to deter competitive entry by increasing the costs that rival suppliers must incur in order to compete
successfully.

26 Laffont and Tirole (2000, p. 88).
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must answer telephone calls. Other plans monitor the frequency and duration of net-
work outages. The number of customer complaints and reports of service trouble are
also frequently recorded, and the regulated firm is penalized either formally (through
explicit financial penalties) or informally (through less generous treatment on other
policy matters) for what is deemed to be sub-standard performance.

The design and enforcement of service quality regulations is challenging for at
least three reasons. First, it can be difficult to assess the benefits and the costs of
improving service quality. Absent accurate knowledge of the value that consumers
place on elevated levels of service quality and the associated costs, it is difficult to
identify appropriate service quality standards.?’ It can be particularly challenging to
assess the benefits and costs of improved service quality in settings where new products
and services are introduced frequently.?

Second, the level of service quality that is actually delivered sometimes can be
difficult to measure. For example, consumers may value courteous service represen-
tatives, and yet the courtesy provided by any particular representative may be difficult
to measure precisely. When relevant performance dimensions are difficult to monitor,
enforcing desired levels of service quality can be problematic.

Third, it can be difficult to identify the party or parties that bear primary responsibil-
ity for realized service quality problems. To illustrate, a customer may lose telephone
service because an underground cable is accidentally sliced. This loss of service could
be the fault of the telephone company if the company fails to bury the cable at an
appropriate depth in the ground or fails to notify appropriate entities of the location
of the cable. Alternatively, the loss of service might reflect a lack of due diligence by
field workers from other companies who slice a telephone cable that is buried at an
appropriate depth and whose location has been clearly identified.?

Given the limited incentives for the delivery of high levels of service quality that
incentive regulation can provide and given the difficulty in designing and enforcing
appropriate service quality standards, relatively low levels of service quality might
be anticipated under incentive regulation.’ The extent to which perceived problems

27 Much like X factors, service quality standards that are unduly high can limit competitive entry.

28 In practice, regulated suppliers tend to have better information about both the benefits and the costs
of increased service quality than do regulators. Consequently, consumers can be well served by service
quality regulations that afford some discretion to the regulated firm. Much like the pricing discretion it is
afforded under PCR, the firm might be permitted to reduce service quality on some dimensions provided it
increases service quality on other dimensions so as to maintain a specified average level of service quality
(e.g., Lynch et al. 1994). De Fraja and lozzi (2008) propose a novel regulatory policy along these lines.
Sappington (2005) reviews the literature on the design of service quality regulation.

29 Service quality regulation also can be challenging because common policies do not always have their
intended effect. As Weisman (2005) observes, penalties for poor service quality can sometimes provide
(perverse) incentives to decrease service quality, rather than increase it. This can be true of penalties that
take the form of a share of realized revenues. As Sappington and Weisman (1996¢) note, revenue sharing
can discourage the firm from investing in quality because it requires the firm to bear the full costs of such
investments, but allows the firm to retain only a fraction of the resulting revenues.

30 Given the inherent difficulty in identifying the ideal (i.e., the welfare-maximizing) level of service quality
and given the tendency to reimburse the regulated firm for all expenditures on improving service quality
under ROR, more than the ideal level of quality may be supplied under ROR. When this is the case, a
reduction in service quality under PCR will increase welfare if it reduces the costs of supplying quality by
more than it reduces the associated consumer benefits.
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with service quality have arisen under incentive regulation in practice is reviewed in
the next section.

5 Industry performance under incentive regulation

Many authors have conducted empirical investigations of the impact of PCR and
other forms of incentive regulation on performance in telecommunications markets
throughout the world. The key studies have been reviewed by Abel (2000), Sappington
(2002), and Vogelsang (2002), among others.>! We will not review the early literature
that other authors have surveyed. Instead, we will assess the extent to which recent
studies support the broad conclusions drawn from earlier research.

The identified reviews of the empirical literature report substantial gains from PCR
and other alternatives to ROR. Abel (2000, pp. 66—68) concludes that:

Under price-cap regulation, telephone prices have either fallen or remained
the same, productivity has generally increased, modern infrastructure has been
deployed at a more rapid pace, and firms have performed at least as well finan-
cially relative to the other methods of regulation available. ... In addition, the
evidence so far suggests that the response has been more pronounced under pure
price-cap regulation compared to hybrid plans having an earnings sharing com-
ponent. This result is particularly true along the productivity and network mod-
ernization dimensions. Therefore, the existing evidence suggests that it is likely
that the introduction of price-cap regulation in the United States telecommuni-
cations industry has produced benefits to consumers, producers, and regulators
alike.¥

Sappington (2002, p. 285) concludes that:

Incentive regulation appears to increase the deployment of modern switching and
transmission equipment, to spur an increase in total factor productivity growth,
and to foster a modest reduction in certain service prices. There is little evidence,
though, that incentive regulation leads to a significant reduction in operating
costs.>® There is some evidence that earnings may be higher under price cap
regulation. There is little evidence of a systematic decline in service quality
under incentive regulation.

Vogelsang (2002, pp. 11, 13) provides a similar assessment. He concludes that
under incentive regulation:

31 See Hemphill et al. (2003), Joskow (2008), and Kwoka (2009) for additional reviews of relevant studies
in telecommunications and energy industries.

32 See Lehman and Weisman (2000a, pp. 343-356) for further discussion of the Pareto gains that PCR can
facilitate.

33 The lack of systematic evidence of lower operating costs under PCR could reflect in part regulatory
vigilance under ROR. Such vigilance can limit the ability of regulated firms to pass unnecessary costs on
to customers in the form of higher prices, and thereby limit the incidence of such “cost padding.” Limited
cost padding under ROR can decrease the potential for cost reduction under PCR. See also note 40 infra.
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Little if any operating cost reductions were found ... In contrast, there is more
evidence for increased productivity growth and substantial evidence for accel-
erated network modernization. ... Taken as a whole, the findings suggest that
incentive regulation induced the firms to improve input efficiency, while paying
higher prices for inputs and investing in future cost reductions. ... [Furthermore,]
most studies show a modest decrease in basic local rates under incentive regula-
tion. ... [T]here is little empirical evidence to support the contention that quality
under price caps has actually deteriorated.

Recent empirical work generally supports these broad conclusions. To illustrate,
Ai and Sappington (2002) conclude from their study of the US telecommunications
industry between 1986 and 1999 that network modernization is more pronounced under
several forms of incentive regulation (including PCR) than under ROR. However, the
authors do not find that aggregate investment is higher under incentive regulation than
under ROR. The authors report lower operating costs under PCR than under ROR when
industry competition is sufficiently intense. This finding suggests that a combination
of PCR and competition may spur cost reductions more effectively than PCR alone.

Seo and Shin (2010) study the impact of PCR on productivity growth in the US
telecommunications industry between 1988 and 1998. The authors identify a “pro-
nounced positive effect of PCR on productivity growth.” They find that 24 of the 25
firms in the sample “experienced an increase in mean technological change” and that
23 of the 25 firms “experienced an increase in annual productivity growth following
the implementation of incentive regulation” (Seo and Shin 2010, p. 8).%*

In her study of local exchange markets in the US between 1991 and 2002, Eckenrod
(2006) corroborates earlier findings that price cap regulation is associated with higher
earnings for regulated suppliers.3> She observes that the higher earnings reflect reduc-
tions in both prices and production costs. Eckenrod (2006, p. 226) concludes that “The
mean marginal cost for basic residential service ... decreased by 14.057% following
price cap implementation while the mean real residential price decreased by 8.104%
following the shift to price cap regulation.” The author finds even more pronounced
declines for some business services.3°

Banerjee’s (2003) findings about the impact of incentive regulation on service qual-
ity are consistent with earlier conclusions. Banerjee examines 12 measures of retail
telephone service quality delivered by 49 local exchange carriers in the US between
1991 and 1999. The author reports no significant changes in service quality under
incentive regulation plans that entail earnings sharing, but identifies some signifi-
cant changes under other forms of incentive regulation. However, the changes are

34 Uri (2001, 2003) finds little impact of incentive regulation on productivity growth rates. Uri’s analysis
relies upon a distance function that is presumed to take on a convenient (trans-log) form. Uri also employs
a corrected least squares methodology. Seo and Shin (2010) employ a stochastic frontier methodology and
test explicitly for the appropriate estimation technique. The authors find that ordinary least squares does not
provide the best fit to the data. Hope and Moore (2007) report high productivity growth rates under price
cap regulation in Barbados.

3 Hope and Moore (2007) report high earnings under price cap regulation in Barbados.

36 Ajand Sappington (2002) also report declines in basic local service rates for some business customers
under PCR.
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neither pronounced nor systematic. To illustrate, Banerjee finds that residential and
business customers report fewer problems with their phone service under incentive
regulation. However, business customers register more complaints under incentive
regulation. The author suggests that the increased number of complaints could reflect
“greater service disruptions after markets were opened to local competition” (p. 259).
Banerjee’s (2003, p. 264) overriding conclusion is that “average ILEC retail service
quality, with a few exceptions, has not suffered major lapses despite the significant
changes that have marked the US telecommunications industry over the past decade
or s0.”37

Facanha and Resende (2004, 2005) identify mixed impacts of incentive regula-
tion on service quality. The authors note that service quality was relatively low in
the Brazilian telecommunications industry immediately after the privatization of the
industry suppliers in 1998. However, service quality tended to increase between 1998
and 2002, as progressively more stringent price cap controls were implemented. In
contrast, the authors find that US local exchange carriers (LECs) that operated under
PCR between 1996 and 1998 tended to supply lower levels of service quality than
their counterparts that did not operate under PCR. Thus, the authors conclude that
“one cannot discard the possibility of an inferior quality-performance of LECs under
PCR” (p. 10).38

Aietal. (2004) also find that incentive regulation had mixed effects on retail service
quality in the US telecommunications industry between 1991 and 2002. The authors
report that incentive regulation was associated with more rapid installation of new
telephone service, fewer customer reports of trouble with their telephone service,
and increased customer satisfaction. However, suppliers that operated under incentive
regulation during this period met a smaller fraction of their commitments to install
new telephone service and took longer to resolve reported service problems.

In summarizing the relevant empirical literature on the impacts of incentive regu-
lation on telephone service quality, Ai and Sappington (2005, p. 208) conclude that:

“recent studies reveal neither a systematic increase nor a systematic decrease in
retail telephone service quality under incentive regulation. Service quality has
increased on several dimensions under incentive regulation relative to [ROR] ...
but quality also has declined on some dimensions ...”

37 Uri (2004, p. 13) reports “relatively small” declines in the level of service quality that US local exchange
carriers delivered to inter-exchange carriers under price cap regulation between 1991 and 2000. Recall that
a decline in service quality relative to the level provided under ROR does not necessarily reduce welfare if
the quality supplied under ROR exceeds its welfare-maximizing level.

38 Recent studies of the impact of incentive regulation in the electricity industry provide corresponding
conclusions. To illustrate, Crouch (2006) and Jamasb and Pollitt (2007) report lower retail prices for elec-
tricity under incentive regulation in the UK. Jamasb and Pollitt (2007) present evidence of lower costs under
incentive regulation in the UK. Ter-Martirosyan (2003) finds that the average duration of service outages
tends to be more pronounced under incentive regulation, but Kwoka and Ter-Martirosyan (2010) report that
declines in service quality can be avoided with explicit financial penalties for sub-standard levels of service
quality.
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In summary, recent studies add some support for the general conclusions that incen-
tive regulation plans like PCR tend to promote increased network modernization, pro-
ductivity growth rates, and lower prices for some services while admitting higher
earnings for regulated suppliers.>® Recent studies also suggest that PCR may promote
some cost reduction, particularly in the presence of substantial industry competition.*"
In addition, the studies confirm the lack of a systematic relationship between PCR and
service quality.*!

6 The design of price cap regulation

PCR has been popular in practice in part because of its flexibility. The key elements
of a PCR plan can be adjusted to adapt to the environment in which PCR is imple-
mented. These key elements include the X factor, the Z factor, the duration of the
plan, the nature of the plan review, and the structure of the basket(s) of regulated
services.

6.1 The X factor

The X factor is arguably the most critical element of any PCR plan. Because the X
factor determines the rate at which the firm’s inflation-adjusted prices must decline
on average throughout the scheduled duration of the PCR plan, a small change in
the X factor can have a pronounced impact on the firm’s earnings for an extended
period of time. In particular, an X factor that is “too high” can undermine the reg-
ulated firm’s financial viability. It can also render industry entry unprofitable. An X
factor that is “too low” can enable the regulated firm to earn supra-normal profit. The
regulator’s challenging task under PCR is to set an X factor that balances these risks
appropriately.

Conceptually, the regulator’s task in this regard bears some resemblance to the
regulator’s task in setting an appropriate allowed rate of return under ROR. A key
difference is that under ROR, the regulator can revise the prices charged by the regu-
lated firm as information arrives to suggest that the firm’s actual rate of return varies
substantially from the authorized return. Under PCR, any corresponding reconcilia-

39 The increased network modernization that arose under PCR may reflect in part the “price” that some reg-
ulated suppliers were willing to pay in advance to secure PCR. In such cases, increased network investment
may have been mandated as a precondition for PCR rather than motivated by PCR itself. See Sappington
and Weisman (1996b) for further discussion of this issue.

40 1t should also be noted that realized innovation and cost reduction likely are influenced by policies other
than retail price controls. These policies include the obligation that is often imposed on incumbent telecom-
munications suppliers to unbundle their networks and share essential network elements with competitors
at cost-based rates. Such obligations reduce the private returns to network investment and innovation and
so may discourage these activities, as Grajek and Roller (2009) document. (Also see Cambini and Jiang
(2009).) See Weisman (2002a) and the Telecommunications Policy Review Panel (2006, pp. 3-35) for
further discussion of this issue.

41 We are not aware of studies that compare price volatility under PCR and ROR. Because it severs the
link between prices and costs, PCR may reduce price volatility relative to ROR. Reduced price volatility
can benefit risk-averse consumers.
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tion of actual and expected return is postponed until the scheduled review of the PCR
plan. Consequently, the actual return can depart significantly from the expected return
under PCR.#?

6.2 The Z factor

It can be challenging to specify in advance an X factor that will be “just right” through-
out the duration of a PCR plan. Such a specification requires accurate knowledge of the
firm’s capabilities as well as present and future industry conditions. Because it is dif-
ficult for even the most omniscient regulator to anticipate all relevant industry events,
many PCR plans include a Z factor. The Z factor adjusts the rate at which inflation-
adjusted prices must fall to reflect the financial impact of unanticipated events.*> An
event for which a Z factor adjustment is considered under PCR typically exhibits three
distinguishing characteristics. First, the event is beyond the control of the regulated
firm. Second, the event has a pronounced financial impact on the firm. Third, the
event has a disproportionate effect on the regulated firm that is not accounted for by
other elements of the PCR plan. Typical events that may warrant Z factor adjustments
include an industry-specific tax change, new legislation, and a force majeure or “act
of God” (e.g., floods, hurricanes and tornadoes).

Z factor adjustments are designed to insure the regulated firm against large, unan-
ticipated financial shocks that are beyond its control. Absent any prospect of a Z
factor adjustment, the regulated firm must deliver its services at the mandated prices
regardless of its realized earnings. If unanticipated industry developments arise, the
regulated firm may experience wide variation in earnings. Such variation entails risk
for investors, which can increase the regulated firm’s cost of capital. Appropriately
designed Z factor adjustments can reduce the firm’s capital costs without limiting the
firm’s incentive to innovate and reduce its operating costs.**

Z factor adjustments are only made for exogenous events to avoid compensating
the firm for financial losses that it could reasonably have avoided. To illustrate, the
firm might be compensated for the reduction in earnings it suffers due to a new tax on
regulated telecommunications services or for the uninsured losses it incurs from facility

42 Furthermore, because the value of X can influence the firm’s incentive to gather valuable planning
information and to innovate, X need not be set to generate precisely a fair return on investment. See
Littlechild (2003b) for further discussion of this issue.

3 Formally, the firm’s prices are permitted to rise, on average, at the rate of inflation plus the Z factor
minus the X factor.

44 In order to reduce the firm’s capital costs without limiting desirable incentives, Z factor adjustments
must be designed and implemented appropriately. If, in practice, these adjustments are employed to preclude
all windfall gains for the firm but never compensate the firm for unavoidable, unanticipated losses, then
Z factors can increase the firm’s cost of capital, just as ESR plans can if they limit large financial gains
without mitigating severe financial losses. Future research might determine whether regulated firms that
incorporate explicit Z-factor adjustments in their PCR plans face higher or lower costs of capital. (Note
that if a Z-factor changes the cost of capital, it could affect the rate of growth of input prices and hence the
appropriate X factor. Thus, the various parameters in the price cap formulae are intimately linked.)

@ Springer



Price cap regulation 241

damage caused by an unanticipated flood.*> In contrast, the firm would receive no
compensation for facility damage caused by faulty design, improper use, or inadequate
maintenance.

It can be difficult and time consuming to identify the exact financial impact of an
exogenous, unanticipated event. Therefore, to reduce the costs associated with the
frequent regulatory hearings that would otherwise be required, Z factor adjustments
typically are limited to events with pronounced financial impact.

Z factor adjustments also are reserved for events that affect the regulated firm
disproportionately. This restriction helps to avoid compensating or penalizing the firm
twice for the same financial shock. To illustrate, suppose the regulated firm incurs a
large, unanticipated increase in labor costs due to a pronounced increase in the power
of labor unions throughout the economy. A Z factor adjustment for these increased
costs typically would not be appropriate under a PCR plan that allows the firm to
increase its prices, on average, at the rate of economy-wide price inflation (less the
X factor). In this case, the widespread unionization would likely increase inflation
throughout the country, and so the regulated firm would be authorized to increase its
prices accordingly without a Z factor adjustment.*¢

Z factor adjustments help PCR to replicate the discipline of competitive markets.
Suppliers in competitive markets typically can pass along to customers in the form of
higher prices unavoidable cost increases that affect the entire industry (e.g., a substan-
tial increase in the cost of essential inputs). In contrast, a supplier that is less diligent
than its rivals in controlling its operating costs cannot increase its prices to recover
these costs. The supplier’s (former) customers will simply purchase the product in
question from the more efficient rival suppliers who offer to sell the same product at
a lower price.

6.3 The duration of the price cap plan

A PCR plan typically specifies the length of time for which the plan will operate before
itis reviewed. A relatively short PCR plan can help to ensure that prices do not diverge
too far from underlying production costs and that realized earnings do not depart too
far from the target level of earnings for an extended period of time. A short PCR plan
can function much like ROR in this regard. A short PCR plan also may function like
ROR by diminishing the firm’s incentive to innovate and reduce its operating costs. In
particular, if the X factor is re-set frequently to pass on to consumers in the form of

S A regulated firm might reasonably be required to bear the financial losses associated with a risk against
which the firm could have insured at reasonable cost, but declined to do so. Of course, the firm’s cost of
acquiring insurance should be viewed as a legitimate cost of operation in such a setting.

46 A Z factor adjustment would be appropriate in this case only to the extent that the exogenous wage
inflation affects the regulated supplier disproportionately relative to other firms in the economy. Note, more
generally, that Z factor adjustments typically are not “all-or-nothing” adjustments. A regulated firm may
ultimately be judged to be responsible for one-half of the financial loss associated with an unanticipated
event (e.g., an unusually severe storm). In such a case, the Z factor adjustment should compensate the firm
for only half of the financial loss it incurred due to the event.
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lower prices any cost reductions that the regulated firm has achieved, then the firm’s
incentive to secure these cost reductions will be limited.*’

6.4 The nature of the plan review

Holding constant the length of a PCR plan, the incentives for innovation and cost
reduction that the plan provides vary with the nature of the plan review. If the review
entails revising the X factor to pass on to consumers any and all cost reductions that
the firm has achieved, then PCR will function much like ROR with an exogenous
regulatory lag (Pint 1992).*® In contrast, if the review serves primarily to determine
whether the industry has experienced any major structural changes (e.g., a substantial
increase in actual or potential competition) since the last review of the PCR plan and to
adjust plan parameters only to reflect such changes, then the PCR plan will provide the
regulated firm with substantial incentive to innovate and reduce its operating costs.*’

6.5 Service baskets

For simplicity, the discussion to this point has considered the case in which all of the
firm’s regulated services are placed in a single basket and the restriction on the rate
at which inflation-adjusted prices can rise is applied to this single basket of services.
In practice, PCR plans often group the firm’s services into distinct baskets of services
and apply separate average price restrictions to each basket.

To illustrate, services sold to residential customers can be placed in one basket and
services sold to business customers can be placed in a second basket. Such separation
can have important implications even if the same constraint on average prices is applied
to each basket. When all services are placed in the same basket, a reduction in the price
of one service enables an increase in the price of any other service without altering
the average price of all services. In contrast, when residential services and business
services are placed in distinct baskets, the average price of residential services does not
change when the prices of some or all business services are reduced. Therefore, when
residential and business services are placed in distinct baskets and a separate average
price constraint is imposed on each basket, a reduction in the price of a business service
does not automatically authorize the firm to increase the price of a residential service,
as would be the case if all services were placed in a single basket.

47 Armstrong et al. (1995) analyze the optimal duration of a PCR plan.

48 SuchaPCR plan also will function much like earnings sharing regulation in that high earnings are shared
(intertemporally) with consumers. In settings where multiple local monopolies operate in similar settings,
the X factor for each firm can be adjusted to reflect the recent performance of the other regulated firms. Such
adjustments allow X factors to be updated to reflect recent industry changes without penalizing individual
firms for exceptional performance. See Shleifer (1985) and Meran and Hirschhausen (2009), for example,
for thoughts on how to design such “yardstick regulation.”

49 As noted above, a smaller X factor can be appropriate in the presence of an increased potential for
competition so as not to stifle competitive entry unduly. Increased competition also can justify a lower X
factor to the extent that it promulgates faster input price growth rates (by bidding up the prices of scarce
inputs) or reduces the regulated supplier’s operating scale and thereby increases its unit cost of production.
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Through appropriate segregation of services into distinct baskets, a PCR plan can
ensure reasonable price levels both on average and for particular groups of services.
The plan can thereby selectively provide the greatest regulatory protection where it is
most needed.’”

Of course, regulatory protection should be reserved for settings where it is needed.
In particular, once competition has developed to the point where it alone can constrain
prices effectively on some services, these “competitive” services should be removed
from price cap regulation. Otherwise, the prices of non-competitive services may rise
unduly. This is the case because, as noted above, PCR permits the firm to increase the
prices of non-competitive services when it reduces the prices of competitive services
in the same basket of services.

7 The popularity of PCR

Having examined the key elements of PCR plans, we can now consider why PCR
has been widely adopted in telecommunications industries throughout the world in
recent years. The popularity of PCR likely stems in part from its ability to adapt to
the environment in which it is implemented and to the primary goals it is intended to
serve.

The design and implementation of PCR may seem to be a daunting task for regula-
tors who have limited knowledge of the regulated firm’s capabilities and the environ-
ment in which the firm operates. If the regulator cannot specify an X factor that is “just
right,” the regulated firm may enjoy supra-normal profit or suffer financial distress.
However, the regulator can ensure that financial distress is short-lived by scheduling
a review of the PCR plan soon after it is implemented. The regulator also can allow
Z factor adjustments for moderate financial shocks. Furthermore, the regulator can
limit objections to relatively high earnings for the firm by choosing an X factor that
guarantees for consumers smaller price increases than they experienced under ROR.

As noted above, enhanced incentives for innovation can produce cost savings that
enable gains for both consumers and the regulated firm. The X factor effectively deter-
mines how potential gains are shared by the firm and its customers. A key difference
between PCR and ESR in this regard is that PCR can guarantee gains for consumers
by imposing the same reductions in inflation-adjusted prices regardless of the cost
savings that PCR engenders. In contrast, the gains that consumers receive under ESR
vary with the cost reductions (and thus the earnings) that the firm ultimately achieves.

Of course, if a PCR plan is reviewed soon after it is implemented and if the X factor
is re-set at the review to award to consumers on an ongoing basis the entire productivity
gain that the firm has secured, then the plan will function much like ROR. Such a plan is
unlikely to foster significant cost reduction. Therefore, a regulator that has reasonable
knowledge of the firm’s capabilities and industry conditions can implement a PCR

50 pcr plans can afford special protection to the regulated firm’s smallest customers (i.e., those who spend
the least on the firm’s services) even without placing the services that these customers purchase in a separate
basket. This special protection can be achieved by weighting particularly heavily the expenditures of small
customers when calculating the average price of the firm’s services. See Hauge and Sappington (2010) for a
description of this weighting procedure (which has been employed in the UK telecommunications sector).
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plan with a longer period of time between reviews. Such a plan can provide the firm
with substantial incentive to innovate and reduce its operating cost with little risk of
allowing the firm excessive profit or forcing the firm to suffer financial distress.

PCR plans also can be adjusted to afford particular protection to consumers for
whom the market provides the least protection. The protection can be provided, for
example, by identifying the services that these consumers tend to purchase and by
placing separate, stringent controls on the prices charged for these services.

The pricing flexibility that PCR affords the regulated firm can be particularly valu-
able in settings where the incumbent supplier faces competitive pressure. Competitors
often make every effort to attract the incumbent supplier’s most profitable customers—
a practice known as “cream-skimming.” To avoid losing these customers, the incum-
bent must respond to competitors’ price reductions in a timely fashion. PCR facilitates
timely responses to targeted competitive challenges and permits a broader restructur-
ing of prices that can help to avoid undue financial stress for the incumbent supplier.>!

By granting the incumbent supplier substantial flexibility to structure prices, PCR
empowers the regulated firm to employ its privileged knowledge of production costs
and consumer demand to maximize its profit while delivering the mandated inflation-
adjusted average price reductions. With appropriate specification of the X factor and
the weights employed to calculate the average price level, PCR can thereby induce the
regulated firm to set prices that maximize the welfare of consumers while ensuring the
firm a reasonable return on its regulated investments.>> A regulator that attempts to set
prices directly based on her imperfect knowledge of production costs and consumer
demand typically would be unable to secure the same outcome.

PCR is well-suited for environments with developing competition for an additional
reason. When competitive forces strengthen to the point where they can effectively
limit the prices that the incumbent supplier charges for some of its services, it is appro-
priate to terminate price regulation of these services. Such selective deregulation leaves
the incumbent supplier producing both regulated and unregulated services. When these
distinct groups of services are produced using the same production facilities, the firm’s
cost of supplying regulated services can be difficult to measure. Regulatory policies
that link prices to measured costs in such settings can be contentious and difficult to
implement. PCR can avoid these difficulties by declining to link prices to measured
costs.

The widespread adoption of PCR may also reflect the technological changes that, in
recent years, have produced reductions in the costs of key inputs (e.g., digital switches
and optical fiber) employed to produce telecommunications services. PCR provides

ST The structure and composition of service baskets can be important in this regard. As noted in Sect. 6,
if residential and business services are placed in the same basket of services, then the regulated firm is
effectively authorized to increase the prices of residential services when it reduces prices for business
services in response to competitive pressures. Such authorization can encourage excessive price reductions
forbusiness services (i.e., prices below incremental production costs) by insulating the firm from the financial
impact of price reductions. See Armstrong and Vickers (1993) for additional analysis of this possibility.
52 See Laffont and Tirole (1996). This conclusion holds if all of the regulated firm’s services are placed in
the same basket, a single constraint on the firm’s average price level is applied to this basket, and the weights
applied to individual service prices reflect the relative quantities of the services sold at the identified ideal
outcome.
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a convenient means to pass these (exogenous) cost reductions on to consumers in the
form of lower prices without the need for frequent formal rate hearings.

In summary, PCR has enjoyed considerable popularity in telecommunications
industries throughout the world in recent years. This popularity likely reflects in part
the prevailing industry conditions and in part the ease with which PCR can be adapted
to the setting in which it is implemented. The X factor, Z factor policies, the length of
the plan, the nature of the plan review, and the structure of service baskets all can be
adjusted to reflect prevailing regulatory goals and resources.

In principle, ESR adds an additional element of flexibility that might tend to make
ESR even more popular than PCR. ESR permits realized surplus to be divided between
consumers and the regulated firm according to the level of earnings that the firm gener-
ates. In contrast, PCR effectively guarantees in advance the benefits that consumers will
receive and allocates to the regulated firm any incremental surplus that it generates.>3

Although the ability to vary the division of surplus according to its realized mag-
nitude offers potential advantages, it also introduces important disadvantages. These
disadvantages, which are considered in detail in the next section, likely explain why
ESR has proved to be less popular than PCR in many jurisdictions.

Before proceeding, we note that PCR has not been universally adopted in telecom-
munications markets around the world despite its many benefits. Variation in regulatory
commitment powers may help to explain different rates of PCR adoption in different
jurisdictions. PCR will realize its full potential benefits only if the promise to reward the
regulated firm for superior performance is credible. The firm will have little incentive
to innovate and discover ways to reduce its operating costs if it believes the regulator
will simply pass all of the resulting gains on to consumers in the form of lower prices.
In practice, political pressure to reduce substantial earnings by a regulated firm can be
intense, regardless of the source of the earnings.>* When this political pressure is so
intense as to preclude substantial earnings for the firm, the potential gains from PCR
will be limited, and so PCR may not be implemented.

8 “Surprises” under incentive regulation
For the most part, incentive regulation in general and PCR in particular have played

out in practice as predicted by the theory. However, two “surprises” identified above
have arisen—the short tenure of ESR and the lack of pervasive, persistent declines in

53 Because consumer benefits are guaranteed in advance under PCR, consumer advocates may have an
incentive to lobby for excessively liberal competitive entry policies. Such policies can benefit consumers in
the short run by promoting lower industry prices. In the long run, though, such actions can limit investment
by the regulated firm and thereby harm consumers by reducing industry innovation. See Fazzari et al. (1988),
Lehman and Weisman (2000a, pp. 343-356), and Weisman (2002a,b) for further discussion of this issue.

54 As Braeutigam and Panzar (1989, p. 320) note, “A regulatory agency is likely to be subjected to consid-
erable political pressure to change the price cap or price cap formula over time. If a firm regulated by price
caps begins to earn large profits, consumers will no doubt petition the regulator to lower the price in the core
market.” Weisman (1993, pp. 364-365) notes that increased earnings for the regulated firm are sometimes
viewed as a failure of regulation itself. This view can place regulators under extreme pressure to limit the
firm’s earnings, which in turn can reduce the firm’s incentive to realize the gains that PCR could otherwise
secure. Panteghini and Scarpa (2008) analyze the merits of ESR in settings where the regulator has limited
ability to allow exceptionally high earnings.
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service quality. We provide additional possible explanations for these surprises in this
section. After doing so, we identify and explain a third “surprise” that does not appear
to have been anticipated in the early literature on PCR. This surprise pertains to the
behavior of regulators rather than the behavior of regulated suppliers.

The short tenure of earnings sharing regulation in the US telecommunications indus-
try may be somewhat surprising for at least three reasons. First, as noted above, earn-
ings sharing coupled with price cap regulation would seem to provide even greater
flexibility than pure price cap regulation to adapt to changing industry conditions.
Second, the literature suggests that in the presence of limited knowledge of indus-
try conditions, earnings sharing can generate greater consumer welfare than can pure
PCR. Third, regulators can face serious political ramifications if the regulated firm’s
earnings exceed levels that the public deems to be acceptable (Braeutigam and Pan-
zar 1989, p. 320; Weisman 1993, pp. 364-365). Earnings sharing tempers these con-
cerns by automatically delivering a portion of abnormally high earnings to consumers.
Hence, the fact that regulators often choose to operate without the “safety net” that
ESR can provide may be surprising.

There are at least three possible explanations for this surprise. The first explanation
for the short tenure of ESR in the US is that regulators may have discovered fairly
quickly that ESR retains many of the drawbacks of ROR. In particular, a plan that
allocates more surplus to consumers as realized surplus increases limits the firm’s
incentive to increase surplus. Thus, ESR does not provide the same strong incentives
for cost reduction and innovation that PCR provides.>® Furthermore, ESR requires pre-
cise measurement of earnings. As noted above, such measurement is difficult when
the regulated firm supplies both regulated and unregulated services (e.g., basic tele-
phone service and broadband internet access) using the same production facilities.
Some allocation of common production costs is required in these settings, and such
allocations can be contentious.

The greater is the fraction of common costs allocated to regulated services, the
lower are the measured earnings derived from regulated services. Consequently, the
regulated firm has an incentive to allocate common costs to regulated services while
consumer advocates have an incentive to encourage the allocation of common costs
to unregulated services when the regulated firm operates under ESR. Consumer advo-
cates also have an incentive to encourage regulators to disallow costs that the firm
has incurred prudently in supplying regulated services. When costs are disallowed,
measured earnings rise, thereby increasing the financial benefits that consumers enjoy
under ESR.57 Thus, ESR introduces contentious technical issues that can be difficult
and costly to resolve—issues that do not arise under PCR because PCR does not base
surplus sharing rules on the level of measured earnings.

53 See, for example, Schmalensee (1989), Lyon (1996), and Armstrong and Sappington (2007). Blank and
Mayo (2009) demonstrate the value of ESR regulation in a setting where consumers and regulated firms
lobby for favorable treatment.

56 Consequently, a lower X factor can be appropriate.

57 See Braeutigam and Panzar (1993) and Weisman (1993) for additional discussion of these issues.
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The costly, contentious issues that ESR can introduce have led regulators to eschew
the sharing—and even the reporting—of earnings. As a former regulator in the state
of Massachusetts reports (Vasington 2003, p. 459):

The [Massachusetts regulatory] commission decided that earnings sharing was
not appropriate because it introduces many of the cost-of-service disincentives
for efficiency that price cap regulation is designed to eliminate. The commission
also did not want to have to rule on the prudence of investments in an increasingly
risky and speculative industry, which would have been required for an earnings
calculation. Also, earnings sharing would require an annual review of earnings,
which the commission thought would be a significant administrative burden.
Some parties suggested that the calculation of earnings in each annual filing could
be a pro-forma exercise, but ...the commission’s own experience ...showed the
difficulty, if not impossibility, of limiting the scope or depth of a review of
earnings in an administrative proceeding. The commission decided that it did
not even want to see a calculation of the company’s earnings, and, to this day, such
a calculation has not been filed with the Massachusetts commission by Verizon.

Earnings sharing can be viewed as costly insurance against extremely high or
extremely low earnings for the regulated firm. Despite the substantial cost of this
insurance, regulators may choose to “purchase” the insurance when their knowledge
of the capabilities of the regulated firm and the environment in which it operates is
limited. In contrast, when regulators are better able to predict the earnings that the reg-
ulated firm will generate under a specified X factor and/or when market competition
is better able to discipline incumbent suppliers, regulators may implement PCR and
thereby avoid the high cost of the insurance provided by ESR.

Such considerations may underlie the pattern of regulatory policy adoption
described in Sect. 3. Recall that when US state regulators first considered alterna-
tives to ROR in the 1980s, they often adopted ESR. The primary suppliers of intrastate
telecommunications services—the Regional Bell Operating Companies (RBOCs)—
were created by the divestiture of AT&T in 1984. Consequently, state regulators had
relatively little knowledge about the RBOCs’ capabilities in the 1980s. As regulators
acquired better knowledge of these capabilities in the 1990s and as competitive forces
gained strength, PCR began to replace ESR as the primary alternative to ROR. As
noted in Sect. 3, US state regulators had abandoned ESR entirely by 2003.58

The second explanation for the short tenure of ESR in the US is that regulated
suppliers may have been willing to “bribe” regulators with guaranteed consumer ben-
efits like expanded infrastructure investment and lower retail prices in return for the
opportunity to operate under “pure” PCR with no earnings sharing (Sappington and

58 Similar considerations may also help to explain why ESR has not been phased out as rapidly in some
developing countries. (Recall the experience summarized in Table 1, for example.) Regulatory resources
are severely constrained in many developing countries. Resource constraints can lead to limited knowledge
of the capabilities of regulated suppliers. In the presence of such limited knowledge and in the absence of
strong competitive pressures, regulators may opt to “purchase” the insurance against exceptionally high or
low profit that ESR can provide.
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Weisman 1996a, Chapter 3). Regulators may have determined that these guaranteed
gains for consumers exceeded the potential gains that earnings sharing might deliver.>”

The third possible explanation is that regulators may have been willing to forego
earnings sharing because they had other instruments at their disposal to protect against
inordinately high earnings on the part of the regulated firm. These other instruments
are discussed further below. First, though, we suggest some possible explanations for
the second surprise under PCR—the absence of a pervasive, persistent reduction in
service quality.

Asnoted in Sect. 4, Spence (1975) predicted that the imposition of a price ceiling on
the supplier of a single product would induce the supplier to reduce its service quality.
However, as noted in Sect. 5, the telecommunications industry has not experienced
lasting declines in service quality under PCR predicted by the theory. This outcome
may reflect at least four considerations.

First, as noted in Sect. 4, incentive regulation plans often stipulate service quality
standards and impose financial penalties if the standards were not met. Although the
penalties are not always stringent, they may help to limit substantial reductions in
service quality.%”

Second, some early incentive regulation plans were terminated because of perceived
problems with service quality.®! The early terminations signaled to regulated firms
that they must maintain desirable levels of service quality if they wish to continue to
operate under incentive regulation. Firms that subsequently operated under incentive
regulation may have received and heeded the message.

Third, suppliers of regulated telecommunications services often sell additional
unregulated services, including long-distance, broadband and wireless services.
Consumers who experience poor service quality of regulated telephone service may
decline to purchase other services from the regulated supplier.®> To avoid such ero-
sion of consumer demand for (relatively profitable) unregulated services, a regulated
supplier may choose to deliver relatively high levels of service quality for regulated
telecommunications services.

Fourth, regulated suppliers may face political and regulatory pressure to maintain
high levels of service quality other than the pressure imposed directly by the regulatory
plan itself. To illustrate, Ameritech faced an onerous multi-state investigation of per-
ceived shortcomings in its service quality.> Concerns about poor service quality also

59 Regulators may also have realized that an earnings sharing provision would obligate them to raise prices
on key services if competition on other services substantially eroded the earnings of the regulated firm, and
preferred to avoid this obligation.

60 Joskow (2008, p. 556-7) provides a corresponding observation with regard to incentive regulation in the
energy sector. He notes that “incentive regulation has not led, as some had feared, to deterioration in ...
service quality. This is likely to have been the case because quality standards and associated mechanisms
were included in the portfolio of incentive regulation mechanisms adopted in the UK.”

61 This was the case, for example, in Oregon (Oregon Public Utility Commission 1996).

62 For example, in a 2001 price cap proceeding in Canada, the Canadian Radio-television and Telephone
Commission (CRTC) received numerous letters from customers indicating an intention to switch long
distance, wireless, and Internet service providers if local telephone companies increased prices and/or
decreased quality for basic local telephone service (CTRC, 2001).

63 See Banerjee’s (2003).
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complicated the merger of Ameritech and SBC and the approval of their applications
to provide InterLATA long-distance service (Sunderland 2000).

We turn now to the third surprise under PCR, a surprise that pertains to the behavior
of regulators rather than the behavior of regulated suppliers. Much like the fore-
going discussion, the early literature focuses primarily on the ability of PCR to
influence the behavior and performance of regulated firms.%* The early literature
does not emphasize the impact of PCR on the likely behavior of regulators. Con-
sequently, the literature does not predict that PCR might endow regulators with par-
ticularly strong incentives to promote the entry and operation of new industry com-
petitors.®

By precluding substantial increases in retail prices even when the regulated firm’s
earnings are very low, PCR can encourage regulators to undertake actions that they
believe will benefit consumers, even if the actions reduce the firm’s earnings sub-
stantially.%® These actions include facilitating industry competition by, for example,
requiring incumbent suppliers to provide unbundled network elements (UNEs) to rival
retail competitors at very low prices. The evidence suggests that some regulators may
have undertaken such actions. UNE prices tend to be lower in states where PCR is
employed than in states where ROR is employed.®’ Such outcomes were not antici-
pated, and so can be viewed as a surprise. However, the outcomes seem apparent once
the incentives that PCR creates for regulators are considered.

The ability of regulators to limit earnings by facilitating competitive entry may also
help to explain the short tenure of earnings sharing regulation. The 1996 Telecom-
munications Act endowed regulators with new instruments (e.g., UNE prices) to
control the level of competitive intensity and, in turn, the earnings of the regu-
lated firm. Hence, in giving up earnings sharing in return for guaranteed benefits
for consumers, regulators may have given up little more than the sleeves from their
vests.®

64 The literature notes, for example, that PCR can enhance the firm’s incentive to reduce its operating
costs and undertake efficient levels of diversification. The literature also notes that PCR can limit the
firm’s incentive to misrepresent its production costs, choose inefficient production technologies, and waste
resources. See, for example, Braeutigam and Panzar (1989, 1993) Weisman (1993), and Blackmon (1994).

65 Weisman (2000) refers to this behavior as regulatory moral hazard.

66 In contrast, an earnings deficiency under ESR or ROR typically triggers an increase in the prices of
regulated services.

67 See Weisman (1994, 2002a), Lehman and Weisman (2000a,b), and Onemli (2010, Chapter 3).

68 The limited evidence of substantial reductions in operating costs under PCR also may be somewhat of a
surprise. The limited evidence may reflect in part the difficulty of measuring the costs of producing regulated
services when the firm supplies both regulated and unregulated services. Relevant changes in production
costs also can be difficult to measure accurately when production technologies, products, and service
qualities are changing. It is also possible that regulated suppliers do not secure all potential efficiencies
when they operate under PCR because they anticipate that future prices will be revised downward to reflect
the achieved efficiencies when the price cap plan is reviewed (Vogelsang 2002). In addition, the obligation
to supply unbundled network elements to competitors at cost-based rates may limit an incumbent supplier’s
incentive to reduce its operating costs. See also note 40 supra.
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9 Conclusions

As noted at the outset, PCR is a flexible form of regulation that is readily adapted to
the environment in which it is implemented. PCR can operate much like ROR, for
example, by limiting the regulated firm’s pricing discretion, implementing frequent
plan reviews, and updating the X factor to deliver to consumers the bulk of realized
productivity gains. In contrast, PCR can function more like unfettered market compe-
tition by affording the regulated firm considerable pricing discretion, implementing
infrequent plan reviews, and avoiding any retroactive usurping of realized earnings.
This flexibility of PCR helps to explain its widespread adoption in telecommunications
markets throughout the world in recent years.

Because PCR is a flexible form of regulation, it can be structured to pursue different
goals in different settings. To illustrate, when a primary goal is to attract the investment
required for network expansion, PCR can be structured to operate much like ROR in
order to ensure investors consistent, moderate returns. PCR can be adapted to provide
enhanced incentives for innovation and cost reduction where these elements of industry
performance are more highly valued. PCR also can be structured to afford particular
protection to customers who are not adequately protected by market competition.®® In
addition, PCR can be readily adjusted over time as market competition intensifies.”’

It is difficult to draw from the experience with PCR in one industry definitive con-
clusions about how PCR would fare in other industries. Political, institutional, techno-
logical, and other factors can vary across industries, and each factor can affect industry
outcomes. To illustrate, the common concern with energy conservation can complicate
the design and implementation of incentive regulation in the energy industry. If the
productivity gains fostered by PCR are passed on to consumers in the form of lower
energy prices, the price reductions can encourage energy consumption. Therefore,
consumption taxes or explicit rewards for reduced energy consumption may be neces-
sary to achieve conservation goals. The best manner in which to modify standard PCR
plans in order to achieve goals such as energy conservation awaits further research.

Further research also is necessary to develop a comprehensive assessment of the
implications of the experience with PCR in the telecommunications industry for the
likely corresponding experience in other industries.”! However, before concluding, we

69 As noted in Sect. 4, PCR plans also can protect consumers by including specific service quality require-
ments.

70 Thus, PCR is well suited to implement the transition from natural monopoly to competition that Tardiff
and Taylor (2003, p. 345) envision: ““... industries initially in need of regulation (that is, natural monopoly
providers of services essential to consumers and/or competitors) are heavily regulated at first. Yet as competi-
tive conditions change (essentially the erosion of the natural monopoly conditions that called for regulation),
regulation itself must evolve in order for it to deliver the economic benefits that competition, supplemented
by regulation where necessary, can bring. And that evolution entails both reducing the range of services
still subject to regulation and replacing particular regulatory mechanisms when they are no longer effective.
The end-state of this evolutionary continuum is full competition with no regulation.”

71 Sappington et al. (2001), Hemphill et al. (2003), and Joskow (2008) discuss alternatives to ROR in the
electric power industry. The Alberta Utilities Commission (2009) describes an incentive regulation plan for
the electric power industry that resembles some of the earnings sharing plans that were employed in the early

stages of incentive regulation in the US telecommunications industry. Also see Weisman and Pfeifenberger
(2003).
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identify six possible implications of the experience in the telecommunications industry
that may warrant consideration when assessing the merits of employing incentive
regulation in other industries, such as the energy industry.

First, recall that PCR was adopted in the telecommunications industry in part
to facilitate the transition to a more competitive industry by providing incumbent
providers with the pricing flexibility they need to respond quickly to competitive pres-
sures. To the extent that energy markets are not experiencing similar opportunities for
increased competition, this potential benefit of PCR may be less relevant.”> However,
PCR and other forms of incentive regulation offer potential benefits relative to ROR
even in the presence of limited competition. Therefore, alternatives to ROR merit
ongoing consideration in energy markets.

Second, as in the telecommunications sector, regulators who are first considering
alternatives to ROR in the energy sector may be tempted to err on the side of caution and
retain some explicit earnings sharing. The experience in the telecommunications sector
suggests that while earnings sharing may provide some insurance against extreme
levels of earnings, it may also dampen industry performance on other dimensions
(e.g., network modernization, price reductions, and cost reductions). Furthermore,
because ESR requires many of the same regulatory considerations and procedures as
ROR, ESR is unlikely to streamline the regulatory process.

Third, recall that the regulated suppliers were the primary advocates of PCR in the
telecommunications industry. To ensure the adoption of PCR, the suppliers agreed
to deliver a variety of consumer benefits, including network modernization. Conse-
quently, as noted in Sect. 5, the increased network modernization that was observed
under PCR (Greenstein et al. 1995) may reflect outcomes that were mandated as a
prerequisite for PCR rather than motivated by PCR itself (Sappington and Weisman
1996b). In settings where industry suppliers are not avid supporters of alternatives to
ROR, they are unlikely to make up-front concessions in order to ensure the implemen-
tation of new regulatory regimes. Consequently, the same (mandated) outcomes that
were observed in the telecommunications industry may not arise in energy and other
industries. More generally, the pattern of initial support for a new regulatory regime
can influence the industry performance that is ultimately realized under the regime.

Fourth, although pervasive, persistent reductions in service quality did not arise
under PCR in the telecommunications industry, significant transitory declines in ser-
vice quality arose that raised the ire of public officials. The general public and their
representatives are likely to be less tolerant of power outages than disruptions in tele-
phone service. Consequently, energy regulators are likely to be even less tolerant of
service outages than their counterparts in the telecommunications industry. Special
concern with network reliability may lead energy regulators to implement particularly
stringent stipulations to ensure reliability,” especially since energy regulators may
lack some of the complementary instruments that regulators enjoy in the telecommu-
nications industry.

72 Joskow (2006b) and Pollitt (2010) provide assessments of competition in the electricity industry.
73 See the Federal Energy Regulatory Commission (2010).
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In particular, unlike telecommunications suppliers, energy suppliers typically do
not sell other, relatively profitable, unregulated services. Consequently, energy sup-
pliers typically will not be as concerned with negative financial repercussions in other
markets caused by service quality problems in energy markets. In addition, if energy
suppliers are not strong proponents of incentive regulation, then the threat of terminat-
ing incentive regulation if network outages arise under incentive regulation may not
have the same motivational impact that it had in the telecommunications industry.’*

Fifth, as noted in Sect. 8, the experience in the telecommunications industry sug-
gests that PCR may have influenced the incentives of regulators and regulated firms
alike. When assessing the likely impacts of a new regulatory policy in any industry, it
is important to consider how the policy will affect the incentives of all relevant parties.
In the energy sector, incentive regulation plans that are designed to improve the perfor-
mance of transmission or distribution companies may affect not only the incentives of
regulators, but also the incentives of Independent System Operators (ISOs). Similarly,
incentive regulation plans designed to improve the performance of ISOs may affect
the incentives of both regulators and transmission and distribution companies. In order
to predict the full impacts of regulatory plans, all of the entities affected by the plans
and all of the potential interactions among the plans must be carefully assessed.”>

Sixth, as noted above, PCR can take on a variety of forms. The practice of ROR also
can vary across jurisdictions. Consequently, the differences between PCR and ROR
can be quite pronounced or relatively minor in practice. This fact may help to explain
why several studies identify similar industry performance under PCR and ROR.”®
This fact should also be kept in mind when assessing the likely impacts of incentive
regulation in energy and other industries. The impacts will vary with the details of the
plan and with its implementation. If, despite its classification as incentive regulation
or performance based regulation, a plan functions much like ROR in practice, then the
plan should not be expected to produce substantial changes in industry performance.

In closing, we note that just as PCR can be adjusted as the intensity of industry
competition varies, PCR also can be adjusted to reflect relevant institutional differences
across industries. To illustrate, PCR plans in the telecommunications industry seldom
link allowed prices directly to realized input costs. However, such linkage is natural
in settings where the regulated supplier’s production costs are influenced heavily by
exogenous input prices. The linkage might appear in the form of a fuel adjustment
clause, for example, whereby the maximum prices that an energy supplier can charge
rise and fall as the price of the fuel that the supplier employs to generate electricity
(or as the cost of energy that a distribution company delivers) increases or decreases.

In settings where infrastructure investment is of critical importance, PCR plans
can be modified to enhance investment incentives. For instance, the X factor in a
PCR plan can be reduced as the regulated firm undertakes more extensive (prudent)

74 Because the “owners” of a municipal energy supplier are also the customers, the owners may exert
substantial pressure on the supplier to achieve high levels of service quality.

75 See Joskow (2006a) for further thoughts on the importance of coordinating the distinct elements of an
incentive regulation plan (or plans).

76 Kridel et al. (1996) summarize early evidence of similar industry performance under PCR and ROR.
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investments.”” Such adjustments can further blur the distinction between PCR and
ROR in practice.’”®

These potential adjustments and others render PCR a flexible regulatory policy that
has the potential to secure substantial gains in many industries. Future research should
document the key differences among PCR plans that are implemented in different
industries and assess the performance of PCR plans and other forms of incentive regu-
lation in different industries. In the meantime, the experience with incentive regulation
in the telecommunications industry may help to inform the policy debate about the
most appropriate forms of regulation to employ in other industries.”
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ICANN (Internet Corporation for Assigned
Names and Numbers) Announces Important
Milestones in Making the Internet More
Accessible to All

In the past several days, ICANN (Internet Corporation for
Assigned Names and Numbers) has announced recent
milestones regarding changes in how the Internet community
will use the Internet in the near future. These important
developments include the plan for deployment of
Internationalized Domain Names (IDNs (Internationalized
Domain Names)) in the next few months and significant
progress in developing the model for delegating new generic
top-level domains (gTLDs).

Proposed Final Implementation Plan: IDN
ccTLD (Country Code Top Level Domain) Fast
Track Process

http://www.icann.org/en/topics/idn/fast-track/idn-cctld-
implementation-plan-30sep09-en.pdf (/en/topics/idn/fast-
track/idn-cctld-implementation-plan-30sep09-en.pdf)

ICANN (Internet Corporation for Assigned Names and
Numbers) is pleased to announce the public posting of the
Proposed Final Implementation Plan for the IDN ccTLD
(Country Code Top Level Domain) Fast Track Process (for
the full announcement go here
(/en/announcements/announcement-2-30sep09-en.htm)).

The IDN ccTLD (Country Code Top Level Domain) Fast Track
Process is an important step at making the Internet equally
accessible for everyone. It will enable the introduction of a

1
https://www.icann.org/news/announcement-2009-10-04-en 3/15/2019



ICANN Announces Important Milestones in Making the Internet More Accessible to All - ICANN

limited number of internationalized country-code top level
domain names (IDN ccTLDs). As noted by ICANN (Internet
Corporation for Assigned Names and Numbers) CEO Rod
Beckstrom, once implemented, this will be the first time that
users can obtain a domain name with the entire string in
characters other than ASCII (or Latin) characters, "this is one
of the most exciting developments for the users of the Internet
globally in years. IDNs (Internationalized Domain Names) will
enable the people the world over to use domain name
addresses in their own language.” The process will be
available to all countries and territories where the official
language is based on scripts other than the Latin (extended)
script. IDNs (Internationalized Domain Names), like the
Affirmation of Commitments announced last week
(www.icann.org (/)) are another step towards making the
Internet more truly global to achieve our goal of "one world,
one Internet, everyone connected.”

The proposed final plan is scheduled for ICANN (Internet
Corporation for Assigned Names and Numbers) Board
consideration at the ICANN (Internet Corporation for
Assigned Names and Numbers) meeting in Seoul, Korea, 26-
30 October 2009.

The proposed launch date for the IDN ccTLD (Country Code
Top Level Domain) Fast Track Process is 16 November 2009.

ICANN (Internet Corporation for Assigned Names and
Numbers) is looking forward to feedback on the final plan in
the public comment forum designated for that purpose.

The proposed final plan has been developed based on
responses to community comments and discussions. See the
latest status update at:
http://www.icann.org/en/announcements/announcement-2-
09sep09-en.htm (/en/announcements/announcement-2-
09sep09-en.htm).
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The official announcement for the publication of the final
implementation plan can be found at:
http://www.icann.org/en/announcements/announcement-2-
30sep09-en.htm (/en/announcements/announcement-2-
30sep09-en.htm)

Responding to Public Comment:

Version 3 of New gTLD (generic Top Level
Domain) Applicant Guidebook

A Work In Progress

http://www.icann.org/en/topics/new-gtlds/comments-3-en.htm
(/len/topics/new-gtlds/comments-3-en.htm)

The latest draft of the Applicant Guidebook that describes the
process of applying for new generic top-level domains
(gTLDs) was released today. New gTLDs are expected to
bring innovative services and greater choice to Internet users
through increased competition and engender broad
participation through the introduction of IDNs
(Internationalized Domain Names) and community-based
TLDs into the Domain Name (Domain Name) System.

In the last three months, the community has joined in
extensive collaborative efforts on technical, intellectual
property, potential for malicious conduct, and other matters,
with global consultations in New York, Sydney, London, Hong
Kong and Abu Dhabi.

The Guidebook has been changed significantly. As indicated
by ICANN (Internet Corporation for Assigned Names and
Numbers) Chief Operating Officer, Doug Brent, "this third
version of draft guidebook represents months of outstanding
effort by many in the ICANN (Internet Corporation for
Assigned Names and Numbers) community - working to
resolve the few, challenging remaining issues. This version is
being released with materials that describe how public
comment has influenced the changes presented in it." In all,
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there are over 50 areas of change, clearly indicated in the
"redline" version of the Guidebook. In addition to specific
trademark protections (described below) the new Guidebook
includes:

» Measures to prevent or mitigate potential for malicious
conduct including a proposal to create high-security
zones;

» Enhanced stability / securi